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PREFACE

Understanding in detail and with certainty what is going on within one’s own body has 
been an elusive quest. Partial glimpses and general understanding are the best we have been 
able to do with the data we have at our disposal and with the limitations of population‐
normed theories of what the data mean for diagnosis and treatment of individuals. In the 
not‐too‐distant future, however, that will change as the Digital Patient platform is devel-
oped. The capacity to measure one’s personal physiological and social metrics, compare 
those metrics with the metrics of millions of other humans, personalize needed therapeutic 
interventions, and measure the resulting changes will realize the vision of personalized 
medicine. Incorporating all of this rich data in simulations will have significant impacts on 
medical research, education, and healthcare systems around the world, as more interven-
tions are simulated and assessed in silico prior to their use in therapy.

So, what exactly is the Digital Patient? The most commonly referenced definition of the 
Digital Patient is that provided through the European Union’s DISCIPULUS project: a 
technological framework that, once fully developed, will make it possible to create a com-
puter representation of the health status of each citizen that is descriptive, interpretive, 
integrative and predictive. Not explicitly stated, but implied, is that this framework will 
include behavioral, social, temporal, and spatial dimensions.

Major technological advancements in recent years have paved the way for more 
systematic approaches to modeling, simulation, and visualization of biological and social 
processes that make the realization of the Digital Patient possible. Modeling now encom-
passes high degrees of complexity and holistic methods of data representation. Various 
levels of simulation capability allow for improved outputs and analysis of discrete and 
continuous events. Simulation complements both natural language and mathematical and 
statistical analysis by introducing new ways of thinking. Simulation also provides tools to 
build understanding and generate insight into complex biological systems and processes, 
thus allowing much more comprehensive human models.

In the past, biologists sought to understand living things largely by examining their 
constituent parts. They studied individual genes, proteins, or signaling molecules to learn 
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everything they could about the structure and function of a single and largely isolated 
biological entity. The emerging scientific strategy adds a new dimension to this traditional 
approach. Researchers now seek to understand both each constituent of a biological 
 network and how all of a network’s constituents function together. They use cutting‐edge 
technologies to gather as much information as they can about a biological system. They then 
use this information to build mathematical and graphical models that account for the 
behavior of the system. They test these models by gathering additional data, often by 
p erturbing a system through genetic or environmental changes. In this way, they build an 
understanding of biological systems that can be used, for example, to explore what goes 
wrong when a biological system becomes diseased and how to treat or prevent that disease.

The Digital Patient will not be constructed based solely on new information from all the 
“omics” fields, from the various efforts to model the human physiome and represent it 
 virtually, from systems analysis, or from Big Data. It will only be realized through the pur-
poseful collaboration of researchers (whether they are patients or scientific, clinical, or 
policy researchers) on both their research and the framework into which their research will 
fit. The Digital Patient will continue to depend on the efforts of a wide variety of individual 
researchers and modelers across many disciplines worldwide. It is inevitably an emergent 
phenomenon, governable only by sustained cooperation among those with an interest in its 
development and with guiding principles of openness, flexibility, rigorous validation and 
reliability processes, and respect for personal privacy.

People will ultimately be able to have personalized genetic codes and medical imaging 
stored in a cloud database, along with charts of vital signs and detailed nutritional analysis 
of everything they consume. They can then compare this data with data on millions of other 
similarly monitored bodies across the world, resulting in a colossal database (now widely 
referred to as Big Data) mined by software that can utilize the data to provide specific, per-
sonalized guidance regarding diet, vitamins, supplements, sleep, exercise, medication, 
treatments, social interactions, and overall health. That, simply stated, is the overarching 
goal of the Digital Patient.

The text is divided into four parts. To begin the discussion, Part 1—The Vision—
makes the case for engaging the Digital Patient in all facets of healthcare: research and 
development, education, and practice (Chapter  1). A brief review of some of the most 
significant efforts in the development of the Digital Patient is presented (Chapters 2 and 3) 
as well as a discussion of the challenges of modeling a complex system such as the human 
body (Chapter 4).

Part 2—State of the Art—presents the corpus of research cataloging and analyzing 
the progress that has been made in developing a Digital Patient during the past decade. 
Since the Visual Human Project of the 1990s that focused on developing models of male 
and female anatomy based on dissection, substantial progress has been made in the 
development of physiological, anatomical, and social models and simulations. Chapters 5 
through 14 present the various projects underway across the world; these contributions 
address anatomical modeling, facial and expressive modeling, and social and cultural 
modeling of humans.

Part 3—Challenges—attends to the substantial challenges of assimilating the various 
“parts” of the Digital Patient to make it whole. Chapters 15through 17 address issues with 
the integration of all (modeled) components, interoperability of all models, and reliability 
and contextualization of the composite Digital Patient. Also included is Chapter 17 as the 
means to calibrating or refining the Digital Patient specific to an individual patient.
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Part 4—Potential Impact—looks to the future of medicine and the usefulness of 
enabling the Digital Patient. Chapters 18 and 19 present the potential impact of the Digital 
Patient in research and experimentation in medical devices and technology, biologic 
development and testing, medical education and training, and, of course, patient care. 
Chapter 20 provides a closing word on the potential impact of the Digital Patient in medi-
cine and healthcare vis‐à‐vis an increasing global population, lengthening life spans, and a 
mounting demand for medical care. Chapter  21 proposes a research and policy agenda 
aimed at fully constructing the Digital Patient: that is, why and how this needs to take place 
at an all‐encompassing level.

EDITORS’ NOTE

The editors stress that this text has set the topic of discussion within the reasonable bounds 
of the research and development currently underway. Thus, we make no claims that this is 
an exhaustive study of model development, simulation design, and applications of mod-
eling and simulation in the structuring of the Digital Patient; rather, the text provides 
sufficient examples to present the breadth and depth of research in the field, speaks to the 
need for an overarching process to assimilate these projects, and suggests the means to 
do this in the form of a research and policy agenda. The intent of the agenda is twofold: 
(i) bring together these resources in a holistic approach for completing the Digital Patient 
and (ii) fully utilize the Digital Patient in the medical community for research, education, 
and practice.
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THE DIGITAL PATIENT

C. Donald Combs
School of Health Professions, Eastern Virginia Medical School, Norfolk, VA, USA

1

Whatever we do together is pure invention,
The maps they gave us were out of date by years.

—Adrienne Rich, 21 Love Poems

“Men’s courses will foreshadow certain ends, to which, if persevered in, they must lead,” said 
Scrooge.“But if the courses be departed from, the ends will change.”

—Charles Dickens, A Christmas Carol

It is, perhaps, odd to begin a book about a highly technical subject, the Digital Patient, 
with quotations from a poem and a book that, in very different ways, confront the 
vagaries of relationships. Then again, perhaps it is not so odd after all. Rich identifies 
the reality that relationships change and head in unexpected directions and that, often, 
what we thought was settled turns out to be in flux. Dickens describes the inevitable 
intertwining of past, present, and future in a hopeful homily. Imagine if we could all, 
without the ghosts, have the opportunity to revisit our past, understand clearly how it 
affects the present, and realize that the future can be changed into a more rounded, 
healthier human experience. In its essence, that is what the Digital Patient entails—the 
development of an evolving foundation for a better future in terms of personal and 
population health, in the validity of biological and social research, and in the development 
of more effective drugs and devices.

Dickens’ story is a useful metaphor because it invokes the passage of time and describes 
that passage within a social context. Incorporating those two factors, time and social con-
text, into the discussion of the Digital Patient foreshadows the emergence of an infinite 
array of applications that will advance our understanding of health and the factors affecting 
its realization. This introductory chapter provides some historical context for the concept 
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of a Digital Patient, refines the definition to reflect explicitly the impact of the emerging 
fields of systems biology and computational physiology, and provides a rationale for the 
chapters that follow. The chapter draws heavily from the writings of Vanessa Díaz‐
Zuccarini, Peter Hunter, Robert Hester, Leroy Hood, Richard Satava, Peter M. A. Sloot, 
and other chapter authors. It draws as well from the research conducted by hundreds of 
international researchers who address topics important to the Digital Patient as diverse as 
Big Data, the human physiome, systems biology, human behavior, multiscale modeling 
and simulation, ontologies in healthcare, and Bayesian analysis.

HEALTH, THE GOAL

The most widely accepted definition of health is the one developed by the World Health 
Organization: Health is a state of complete physical, mental and social well‐being and not 
merely the absence of disease or infirmity [1]. The definition applies to individuals and to 
populations. From a societal perspective, achieving the goal of health, both individually 
and as a whole, is why we fund (through both public and private sources) research and 
development efforts in the domains related to the Digital Patient.

PERSONALIZED MEDICINE

Historically, understanding in detail and with certainty what is going on within the human 
body has been an elusive quest. Partial glimpses and general understanding are the best we 
have been able to do with the data we have at our disposal and within the limitations of 
population‐normed theories of what the data mean for the diagnosis and treatment of 
individuals. In the not‐too‐distant future, however, that will change as the Digital Patient 
is developed. The capacity to measure one’s personal physiological and social metrics, 
compare those metrics with the metrics of millions of other humans, personalize needed 
therapeutic interventions, and measure the resulting changes will realize the vision of 
personalized medicine. The capacity to aggregate and integrate data from millions of 
individuals will provide a means to improve health across populations with differing 
cultures and behaviors.

President Barack Obama stated in the 2015 State of the Union speech that his 
administration wants to increase the use of personalized genetic information to help treat 
diseases such as cancer and diabetes. He urged Congress to boost research funding to 
support new investments in precision medicine. Obama wants “the country that eliminated 
polio and mapped the human genome to lead a new era of medicine—one that delivers the 
right treatment at the right time” [2, 3].

He will seek hundreds of millions of dollars for a new initiative to develop medical treat-
ments tailored to genetic and other characteristics of individual patients. “Most medical 
treatments have been designed for the average patient,” said Jo Handelsman, associate 
director of the White House Office of Science and Technology Policy. “In too many cases, 
this one‐size‐fits‐all approach is not effective.” Dr. Ralph Snyderman, a former chancellor 
for health affairs at Duke University, often described as the father of personalized medi-
cine, said he was excited by the president’s initiative. “Personalized medicine has the 
potential to transform our healthcare system, which consumes almost $3 trillion a year, 
80% of it for preventable diseases,” said Dr. Snyderman [3].
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THE BEST OUTCOMES

A patient is a person who is receiving healthcare. Healthcare involves surveillance, diagnosis, 
treatment, monitoring, and quality assessment. The goal of healthcare is, of course, a 
healthy outcome. Several analytic frameworks for assessing quality have guided initiatives 
in the public and private sectors to develop measures of the outcomes of healthcare. One of 
the most influential is the framework put forth by the Institute of Medicine (IOM), which 
includes the following goals for the healthcare system [4]:

Safety, avoiding harm to patients from the care that is intended to help them.

Effectiveness, providing services based on scientific knowledge to all who could benefit 
and refraining from providing services to those not likely to benefit (avoiding unde-
ruse and misuse, respectively).

Patient‐centered, providing care that is respectful of and responsive to individual patient 
preferences, needs, and values and ensuring that patient values guide all clinical 
decisions.

Timeliness, reducing waits and sometimes harmful delays for both those who receive 
and those who give care.

Efficiency, avoiding waste, including waste of equipment, supplies, ideas, and energy.

Equity, providing care that does not vary in quality because of personal characteristics 
such as gender, ethnicity, geographic location, and socioeconomic status.

Having the goal of improved healthcare outcomes in mind helps to frame the importance 
of the Digital Patient: it is among the most powerful technological tools that we can develop 
and deploy to improve health outcomes. The Digital Patient is not a panacea; it will become, 
however, an essential component of the twenty‐first‐century healthcare toolkit.

THE EMERGENCE OF THE DIGITAL PATIENT

The Digital Patient’s origins are recent, tied as they are to computer and imaging technol-
ogies developed during past 40 years. Although some of the modeling related to the human 
physiome dates back to the early 1980s and the emergence of computers as a significant 
factor in biomedical research, the clearest point of origin for the Digital Patient is the US 
Library of Medicine’s Visible Human Project (VHP).

The Visible Human

The VHP has now celebrated the twentieth anniversary of the completion of the male 
(1993) and female (1994) image collections [5]. The data has been used broadly and 
remains a primary resource for research in the areas of human modeling and simulation 
of structures. The need for the VHP was predicted by the National Library of Medicine’s 
(NLM) 1986 Long‐Range Plan to include applications in education, training, mod-
eling, simulation, morphometrics, information interfaces, reference standards, and 
entertainment [6].

The VHP (described more fully in Chapter 5) has contributed significantly to the educa-
tion and training of both healthcare professionals and the general public. The data have 
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been used extensively in atlases of both cross‐sections and three‐dimensional images of the 
human anatomy. The segmented image data has been the foundation for models used for 
3D printing and virtual and augmented reality surgical simulators. Yet, further dynamic 
tissue modeling enhancements are needed to bring the Visible Human’s cadaveric anatomical 
images to life.

Dead humans, such as the cadavers used in the VHP, are obviously not the same as 
living humans. They are, however, very useful models of human anatomy, both diseased 
and healthy. The data derived from analysis of human anatomic structures is an important 
component of the Digital Patient. That said, the pressing challenge is to build accurate 
human simulations, comprising many interacting models, capable of representing living 
humans moving through time.

THE HUMAN PHYSIOME

There are several international collaborative efforts directed toward the analysis of the 
human physiome. Two of those most inclusive efforts are described here. The International 
Union of Physiological Scientists (IUPS) began the Physiome Project in the 1990s. Joining 
the IUPS Physiome effort in 2006, the European Union funded the Europhysiome initiative. 
The effort ultimately evolved into the DISCIPULUS Project, which had the goals of further 
developing both the VPH and a Roadmap toward the Digital Patient. The VPH is a meth-
odological and technological framework that will be capable of enabling the collaborative 
investigation of the human body as a complex system [7, 8]. The framework will make it 
possible to share resources and observations formed by institutions and organizations cre-
ating disparate, but integrated, computer models of the mechanical, physical, and 
biochemical functions of a living human body. It is thus central to refining the Digital 
Patient.

The VPH is a framework that aims to be descriptive, integrative, and predictive [9–11]:

Descriptive. The framework should allow observations made in laboratories, hospitals, 
and the field, at a variety of locations situated anywhere in the world, to be collected, 
cataloged, organized, shared, and combined in any possible way.

Integrative. The framework should enable experts to analyze these observations collab-
oratively and develop systemic hypotheses that involve the knowledge of multiple 
scientific disciplines.

Predictive. The framework should make it possible to interconnect predictive models 
defined at different scales, with multiple methods and varying levels of detail, into 
systemic networks that solidify those systemic hypotheses; it should also make it 
possible to verify their validity by comparison with other clinical or laboratory 
observations.

The VPH framework is formed by large collections of anatomical, physiological, and 
pathological data stored in digital format, by predictive models and simulations devel-
oped from these collections, and by services intended to support researchers in the creation 
and maintenance of these models, as well as in the creation of end‐user technologies for 
clinical practice. VPH models aim to integrate physiological processes across different 
spatial and time scales (multiscale modeling). These models make possible the combination 
of patient‐specific data with population‐based representations. The objective is to develop 
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a systemic framework that replaces the reductionist approach to biology and supports the 
integration of biological systems by dimensional scale (body, organ, tissue, cells, mole-
cules), by scientific discipline (biology, physiology, biophysics, biochemistry, molecular 
biology, bioengineering), and by anatomical subsystem (cardiovascular, musculoskeletal, 
gastrointestinal, etc.) [12–14]. The VPH thus represents the human physiological operating 
system that is a central component of the Digital Patient.

The Digital Patient

Vanessa Díaz‐Zuccarini, one of the leading researchers in the DISCIPULUS project, 
defines the Digital Patient as a technological framework that, once fully developed, will 
make it possible to create a computer representation of the health status of each citizen that 
is descriptive, interpretive, integrative and predictive [15].

Peter Hunter, one of the early leaders of the IUPS and VPH efforts, identified three 
major challenges to the development of the Digital Patient in his 2013 article:

Providing medical professionals and biomedical researchers with advanced user interfaces 
based on the Digital Patient metaphor that makes it easier to cope with large amounts 
of information related to different organ systems, different space/time scales, and 
different diagnostics;

Providing healthcare practitioners with an information and communications technology 
(ICT) layer capable of recovering and integrating all available health information for 
each patient into a coherent whole;

Providing biomedical and clinical researchers technology to capture existing knowledge 
and the digital artifacts in the form of predictive models and to compose digital 
quanta of knowledge into integrative models of complex system mechanisms [14].

This perspective views the VPH as a comprehensive collection of models and the Digital 
Patient as the broader infrastructure, providing the technological and logistical platform 
required to convert those models to an integrated, patient‐specific clinical tool as well as 
to an improved analytic tool addressing health and health outcomes across populations of 
different sizes and patient characteristics.

Díaz‐Zuccarini also provides one example of a Digital Patient in Chapter 2:

a digital representation of a person’s “health” and/or “disease” and a sophisticated decision 
support system, tailored to each one individual. Imagine, she says, a “virtual twin” of sorts, 
living in digital form, inside a computer. The virtual twin is shaped by the patient’s medical 
history. It keeps a digital record of insulin levels, which are constantly tracked anyway, by a 
micro‐sensor the doctors installed when they did that angioplasty and stented one of the 
patient’s carotids. The virtual twin is a bit sleep‐deprived, just like the patient, since he is not 
sleeping so well due to that back injury when he fell backwards skiing two years ago. It is 
allergic to that type of antibiotics and just like the patient, has “let itself go” a little bit, after 
binging on far too many chocolates.

Implicit in this example, and important for future research, are those characteristics of 
the “twin” that are related to time, behavior, and social context. Also important to note 
is the distinction between the realization of a Digital Patient and the Digital Patient 
platform.
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One manifestation of the Digital Patient discussed in the DISCIPULUS project is the 
Patient Avatar. It is tempting to conflate the Patient Avatar and the Digital Patient. Although 
the Patient Avatar is one possible realization of the Digital Patient, it is only one such 
representation. The Digital Patient can be represented in an almost infinite variety of 
configurations—for example, avatars, mathematical models, curated data repositories, 
and animated graphs [16].

The DISCIPULUS Roadmap defined different “versions” (or levels of maturity) for the 
Digital Patient. These different “versions” correspond to what could be a short‐/mid‐/long‐
term vision for the Digital Patient. It was too difficult for the experts involved in the 
DISCIPULUS discussions to come up with definite categorizations and timescales, but 
nevertheless, the recommendations they provided will be relatively easy to position along 
a time continuum that goes from “I could come up with a small prototype if I work on this 
for a little while” to “this is achievable in a sensible time period with a lot of work” to “we 
don’t know how to get there yet” [15].

Díaz‐Zuccarini also notes that, in addition to patient data, Big Data in healthcare 
includes data from a myriad of other sources. For example, it includes data on claims and 
the cost of products and services, pharmaceutical data related to therapeutic mechanisms, 
side effects and toxicity, and patient behavior and patient activity data (such as from 
recordings of activity on smartphones or a Nintendo Wii, just to cite two examples). 
Important privacy issues are also obviously involved in aggregating and integrating the 
data required for the Digital Patient. One of the formidable challenges of having this 
diversity in data sources will be the determination of the ownership of the data: Does it 
belong to patients or to service providers or both, and who can use the data and under what 
conditions? These questions raise issues that must also be addressed during the continuing 
evolution of the Digital Patient.

ENABLING THE DIGITAL PATIENT

As the preceding narrative demonstrates, discussion about the subjects of a virtual human, 
the human physiome, and the Digital Patient highlights the need for integrating a broad 
spectrum of related topics. The chapters that follow showcase some of that diversity: various 
academic disciplines, methodologies, hypotheses, purposes, technologies, and practices that 
collectively contribute to advancing the Digital Patient. The narrative in this chapter simply 
foreshadows some of those topics: convergence, systems biology, multiscale modeling, 
standards, and the progress toward personalized medicine.

In January 2011, the Massachusetts Institute of Technology submitted a report to the 
health sciences research community introducing a new research model that is essential to 
the continued development of the Digital Patient. The research paradigm they developed is 
called convergence: the merging of distinct technologies, processing disciplines, or devices 
into a unified whole to create a host of new pathways and opportunities. Convergence 
implies the technical tools, as well as the disciplined analytic approaches, from design, 
engineering, and physics, and their adaptation to the life sciences. The strength in this 
research methodology is that it does not rest on a particular scientific advancement, but on 
an integrated approach for achieving advancements [17].

Focusing more directly on the type of convergence essential to the Digital Patient are sys-
tems biology and its subdiscipline systems physiology. Systems biology addresses interactions 
in biological systems at different scales of biological organization, from the molecular to the 
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cellular, organ, organism, societal, and ecosystem levels. It is characterized by its integrative 
nature as compared to the mostly reductionist nature of molecular biology. It is also character-
ized by quantitative descriptions of biological processes, using a variety of mathematical and 
computational techniques. Thus, systems biology combines the development and application 
of predictive mathematical and computational modeling with experimental studies. The mod-
eling techniques incorporate multiple spatial and temporal scales that are consistent with the 
integrative perspective of systems biology. Just as physiology is a branch of biology, systems 
physiology, systems medicine, and personalized medicine are subsets of systems biology. 
These levels of systems and their supporting informatics are shown in Figure 1.1.

Systems physiology focuses on the function of interacting parts of the system at the cell, 
tissue, organ, and organ system scales, and it is tightly coupled with structural anatomical 
information. Systems medicine is a subset of systems biology that addresses applications 
to clinical problems. Examples include the application of the systems biology framework 
to develop quantitative understandings of disease processes, to drug discovery, and to the 
design of diagnostic tools. A subset of systems medicine that relies on individual patient 
data or the data from a specific group of similar patients is the emerging domain of person-
alized medicine.

The interest in systems biology has been growing steadily during the past decade. As 
Noble noted, “Systems biology … is about putting together rather than taking apart, 
integration rather than reduction. It requires that we develop ways of thinking about 
integration that are as rigorous as our reductionist programs, but different … It means 
changing our philosophy, in the full sense of the term” [18].

An important question arises from a systems perspective about the construction of 
the Digital Patient: What level of detail is necessary to simulate and, more importantly, 
accurately predict the efficacy of a patient‐specific treatment?

The understanding of human health, disability, and disease, and the rational design of 
preventive, diagnostic, or therapeutic strategies, depends on the quantitative knowledge of 
human anatomy and physiology and biological and social systems captured in reliable, val-
idated mathematical models. Every other scientific discipline (from weather forecasting to 
the manufacture of everything from cell phones to aircraft) uses a priori knowledge of the 
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physical laws of nature with model‐based analysis and design. There is no reason to think 
that, ultimately, it will not be the same for biology. Indeed, the continued development of 
the Digital Patient will not be possible without the broad adoption of a system‐of‐systems 
analytic approach.

Computational physiology, for example, draws on techniques from numerous disciplines 
to address anatomical and physiological complexity by solving the mathematical equations 
that arise when the laws of physics and chemistry are coupled with the measurements of 
biological material properties. Disease is often a manifestation of the dysfunction of 
molecular‐level processes, but the consequences are seen at scales ranging from the tissue 
to the organism. Computational physiology must therefore also address the challenges of 
multiscale physiological processes that operate over a 109 range of spatial scale (molecules 
to organ systems) and 1015 range of temporal scale (microseconds of biochemical reactions 
to the decades of aging processes). As we gain a quantitative understanding of human phys-
iology through multiscale mathematical modeling and begin to adapt these generic models 
to an individual patient, there is an increasing need to describe disability and disease in 
terms of model parameters and to incorporate these parameters into electronic health 
records [19, 20]. The linking of computational models with health information from 
electronic health records, for example, has the potential to open up new vistas for biomed-
icine. The vast amount of clinical and wellness data could help validate models and allow 
for the customization of such models to individual patients and subpopulations [21].

Research and development of applications in the physiome, systems biology, the VPH, 
and personal health systems share one important challenge: the need for integration. That 
integration is the Digital Patient. To implement the outputs of biomedical research in 
clinical practice and within the healthcare industry, we need to integrate different data, 
information, knowledge, and wisdom. There is a need to integrate different types of data 
for the same patient stored across different systems, across different hospitals, across dif-
ferent countries, and in clinical research databases; patient‐specific knowledge; information 
related to various parts and processes of the human body into a systemic understanding of 
pathophysiology; knowledge digitally captured via metadata, ontologies and models; and 
wisdom produced in research laboratories and in clinical practice, which can be formalized 
in guidelines, standards, and protocols and then used to promote translation of basic science 
and integrative models into improved healthcare outcomes [14].

One effort to address this required integration is the work of the US Interagency 
Modeling and Analysis Group (IMAG) and its companion group, the Multiscale Modeling 
Consortium (MSM). These two groups have several goals:

to grow the field of multiscale modeling and biomedical biological and behavioral 
systems;

to promote multidisciplinary scientific collaboration among multiscale modelers;

to encourage future generations of multiscale modelers;

to move the field of biological computational modeling forward in the following  disciplines: 
predictive models of biology, health, disease, bioenergy, and bioremediation;

to develop accurate methods that cross the interface between multiple spatial temporal 
scales;

to promote model sharing in the development of reusable multiscale models; and

to disseminate the models and insights derived from the models to the larger biomedical 
biological and behavioral research communities.
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The IMAG/MSM efforts focus on the very important point that to realize the Digital 
Patient, data has to be valid, reliable, and capable of being accessed in many interacting 
models operating at different scales of time and space [13, 22, 23].

P4 MEDICINE

The convergence of systems approaches to disease, new measurement and visualization 
technologies, and new computational and mathematical tools can be expected to replace the 
current, largely reactive mode of medicine, where we wait until the patient is sick before 
responding with personalized, predictive, preventive, and participatory (P4) medicine that 
will be cost effective and increasingly focused on wellness.

One of the leaders in this P4 translational effort is Leroy Hood and his colleagues at the 
Institute for Systems Biology. According to Hood, the benefits of P4 medicine, to the 
patient and to the system, include new abilities to:

detect disease at an earlier stage, when it is easier and less expensive to treat effectively;

stratify patients into groups that enable the selection of optimal therapy;

reduce adverse drug reactions by more effective early assessment of individual drug 
responses;

improve the selection of new biochemical targets for drug discovery;

reduce the time, cost, and failure rate of clinical trials for new therapies; and

shift the emphasis in medicine from reaction to prevention and from disease to wellness 
[24, 25].

P4 medicine promises to sharply reverse the ever‐escalating costs of healthcare by intro-
ducing personalized diagnosis, less‐expensive approaches to drug discovery, a renewed 
emphasis on preventive medicine and wellness, and numerous cost‐decreasing measurement 
technologies. P4 medicine also promises to improve patient outcomes and to empower both 
the patient and the physician [26]. Having much more, and more accurate, information to 
be used by the patient and the physician to make decisions about prevention and treatment 
is at the heart of aspirations for twenty‐first‐century medicine.

CONCLUSION

The expansion of the Digital Patient platform and its many possible representations and 
applications will be possible through careful attention over time to six focus areas: 
requirements, modeling and simulation, standards, tools and technology, infrastructure, 
and systems engineering. The focus on requirements highlights the importance of data, 
system, user, and interoperability requirements in building the Digital Patient out of a col-
lection of simulations. The focus on modeling and simulation highlights the importance of 
obtaining information about the validity and usability of the many individual simulations 
that are being merged into the Digital Patient. The focus on standards provides a platform 
for success by establishing a standard format, language, tool set, and practice for aggre-
gating simulations and forming the Digital Patient. The focus on tools and technology 
allows for emerging technologies to be integrated into the Digital Patient in the future. 
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The focus on infrastructure provides an environment through which the users can express 
their needs and requirements over time. The focus on systems engineering highlights that 
the Digital Patient needs to have guidelines for how it can be improved upon or updated 
over time in order to remain useful to the community.

The Digital Patient will not be constructed based solely on new information from all the 
“omics” studies, from the various efforts to model the human physiome and represent it 
virtually, from systems analysis, or from Big Data. It will only be realized through the 
 purposeful collaboration of researchers (whether they are patients or scientific, clinical, or 
policy researchers) on both their research and the framework into which their research will 
fit. The Digital Patient will continue to depend on the efforts of a wide variety of individual 
researchers and modelers across many disciplines worldwide. It is inevitably an emergent 
phenomenon, governable only by sustained cooperation among those with an interest in its 
development and with guiding principles of openness, flexibility, rigorous validation and 
reliability processes, and respect for personal privacy.

That takes us back to Rich’s observation that “the maps they gave us were out of date 
by years” and Dickens’ statement that “if the courses be departed from, the ends will 
change.” The chapters in this book raise issues and offer suggestions important to the 
continued realization of the Digital Patient, promising both a more current map and the 
prospect of a toolkit capable of helping us change the course toward better health.
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INTRODUCTION

What is a Digital Patient? In loose terms, a Digital Patient (DP) is a digital representation 
of our “health” and/or “disease” and a sophisticated decision support system, tailored to 
each one of us. Imagine a “virtual twin” of sorts, living in digital form, inside a computer. 
Your virtual twin is shaped by your medical history. It keeps inside a digital record of 
your insulin levels that are constantly tracked anyway by that microsensor the doctors 
installed when they did that angioplasty and stented one of your carotids. Your virtual 
twin is a bit sleep deprived, just like you, since you are not sleeping so well due to that 
back injury when you fell backward skiing 2 years ago. It is allergic to that type of anti-
biotics and just like you has “let itself go” a little bit, after binging on far too many 
chocolates.

This description represents a vision of truly personalized medicine, which was at the 
heart of the project DISCIPULUS (EC funded, FP7/2007‐2013, under grant agreement no. 
288143) funded by the European Commission. DISCIPULUS was given the task of 
engaging the EU research community in order to develop a Roadmap toward the Digital 
Patient [1], a key component and conceptual child of the Virtual Physiological Human 
(VPH) initiative (www.vph‐institute.org).

Within the scope of DISCIPULUS, the Digital Patient was defined as “a technological 
framework that, once fully developed, will make it possible to create a computer 

http://www.vph-institute.org
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representation of the health status of each citizen that is descriptive and interpretive, 
 integrative and predictive” [1].1

DISCIPULUS goal was to identify key steps toward realizing the Digital Patient by 
focusing on the needs of clinical practitioners, healthcare professionals, and biomedical 
and clinical researchers. In the DISCIPULUS vision, the Digital Patient would be achieved 
through comprehensive solutions that involve advanced (predictive) modeling and simula-
tion tools, data acquisition, data management, and advanced user interfaces. This vision 
relies on making the clinical and research data available, creating a positive cycle of effec-
tive feedback for building better predictive models. All this would provide sufficient con-
ditions to enable its clinical and industrial translation. One major step in utilizing these 
advancements would be to incorporate these models in a systematic way into the clinical 
decision‐making process.

Before going into more detail, it is important for us to mention that the main ideas and 
findings presented in this chapter are the result of the DISCIPULUS Roadmap itself, and a 
great deal of material within this chapter comes directly from the Roadmap. This is a 
“digested” version of the discussions that took place. DISCIPULUS was a scientific 
endeavor that involved the participation and discussion of more than 250 scientists around 
Europe (and beyond). In this respect, we present the views and ideas of the Digital Patient 
(VPH) community, and do not claim that the information presented here is our own take on 
the Digital Patient. This is an important point, not only because we would like to give credit 
where credit is due, but also because it legitimizes the all‐encompassing DISCIPULUS 
vision as the result of wide consensus, after much discussion and debate. Many of the def-
initions and recommendations come straight from the Roadmap since this chapter is sup-
posed to present the DISCIPULUS point of view on the Digital Patient, and this is the 
primary source for this chapter. For detailed information on each topic, we must refer the 
reader to the Roadmap itself [1].

A BRIEF CONTEXTUAL BACKGROUND AND A CALL FOR INTEGRATION: 
PERSONALIZED MEDICINE IS HOLISTIC

Currently, there are numerous efforts underway in the design or development of distinct 
components of the Digital Patient, which is itself (as previously mentioned), part of the 
VPH initiative. The VPH became the de facto EU arm of the Physiome project, presented 
at the meeting of the International Union of Physiological Sciences (IUPS) by its 
Commission on Bioengineering in Physiology in 1993. The initial setup for the VPH was 
the outcome of the project “Strategy for the Europhysiome” (STEP, EC funded 
FP6/2006–2007, grant agreement 027642) and corresponding Roadmap [2]. This 
continued support from the European Commission has seen the emergence of several, 

1 Descriptive—it provides unified access to all information about the patient’s health determinants, including 
those related to life‐style, such as physical activity; and interpretative—it helps to gain new understanding.

Integrative—it automatically combines all the available information, so as to provide better decision support 
based on a large volume of information.

Predictive—the integrated information is used to inform individualized simulations able to predict how specific 
aspects of subject’s health will develop over time, as a function of different interventions.
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powerful and innovative projects and initiatives dealing with different aspects of what 
we could generally call “in silico medicine.”2

Within the vast field of the Digital Patient, there is much fragmentation, partly because 
the ultimate aim, that is, “personalized medicine” has been used to describe medicine 
based on “omics” approaches (e.g., genomics, metabolomics, and transcriptomics). 
However, there is a more encompassing and powerful view emerging—personalized med-
icine must address the challenge of the “whole,” by embracing a holistic view. The Digital 
Patient Roadmap follows the blueprint set out by the VPH, in that its approach is better 
characterized by the term “middle‐out,” [3] which is based on identifying a level that is 
relatively well understood in terms of data and processes, and then connecting this to 
“upper” and “lower” levels of structural and functional integration [4]. This was the 
fundamental driver behind the Roadmap prepared by DISCIPULUS, and it must be under-
stood in that context. Nevertheless, it is also true that all the work in the “omics” areas not 
only fits in, but it is an essential constituent. In “Big biology: the ‘omes puzzle” [5] the 
authors point out at the necessity of a “phenome” and even an “integrome”; this clearly 
signals a road in which information is integrated at the gene scale within a wider context. 
This is the approach that we have advocated throughout the process of trying to elucidate 
what the Digital Patient is. This “integrative aspect” is highlighted as the fundamental 
element of systems medicine [6], where molecular data (especially genomic information) 
is integrated with anatomical, physiological, environmental, and lifestyle data in a predic-
tive model approach, in order to produce “virtual patients.” All these approaches can and 
will contribute to the Digital Patient, and the specifics of these domains have been exten-
sively covered in other roadmaps. DISCIPULUS focused on having integrative modeling 
and simulation at the core, and in that sense DISCIPULUS’ take on this issue made it 
unique. During the preparation of the DISCIPULUS Roadmap, a number of parallel ini-
tiatives were also omitted in order to keep the “problem” of defining what the Digital 
Patient was somewhat tractable. Some of these initiatives, such as precision medicine, 
systems medicine, stratified medicine [7], P4 medicine [8], and so on, have been widely 
reported in the scientific literature and the media. Again, the DP vision represented by 
DISCIPULUS shares with all these other initiatives the desire for a more integrative 
approach to healthcare, one where information technology is used as the main instrument 
to tackle the huge complexity involved.

Finally yet importantly, another term that emerged from the DISCIPULUS 
discussion is the “Patient Avatar.” It is rather tempting to amalgamate the Patient Avatar 
and the Digital Patient as one. However, one of the conclusions of the “Roadmap 
Toward the Digital Patient” report is that the Patient Avatar might be a possible reali-
zation of the Digital Patient. Only time will tell if the Patient Avatar will become in 
fact the Digital Patient. This “split” will be explained in the following section, albeit 
succinctly. For more information, the reader is referred to Ref. [1].

2 The VPH vision defined as “a framework of methods and technologies that, once established, will make it pos-
sible to investigate the human body as a whole” is a fundamental, multidisciplinary development. When 
deployed, it will have a profound impact on healthcare and well‐being and will present a radical departure from 
the way medicine is practiced in millions of hospitals across the world. It calls for a total transformation in the 
way healthcare currently works and is delivered to patients. Underpinning this transformation is substantial 
technological innovation with a requirement for deeper transdisciplinary research, improved IT infrastructure, 
better communication, large volumes of high‐quality data, and superior tools to those we have now. It also 
requires a considerable measure of political support; initial developments are likely to be costly, but once the 
initial deployment costs have been met, overall cost savings are expected to be significant [1].
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THE MANY VERSIONS OF THE DIGITAL PATIENT: ON THE ROAD 
TO MEDICAL AVATARS

As part of the DISCIPULUS initiative, we felt it was necessary to provide a feasible 
pathway of progression for what the Digital Patient might become. The Digital Patient in 
our vision was an evolving process directed by a clear need to make a difference in the 
clinic. However, we felt that by reducing the Digital Patient to its ultimate realization 
(a “Patient Avatar”) we would be positioning it as an aspirational goal, almost belonging to 
the realm of science fiction. Instead, we chose to present it as a metamorphosis: an evolving 
development able to revolutionize healthcare from right now. This is possible, thanks not 
only to the development of new science and disruptive technologies (which conjures 
visions of singularities, unique ideas that change a field forever) but also to the “reinven-
tion” of current science, including existing methods and approaches applied in novel ways, 
incremental scientific advancements in specific areas, and the use and (creative) reuse of 
current available technologies. Furthermore, we fully acknowledge that although the 
Patient Avatar as imagined by most of us is too far in the future, there is definitely a space 
to present the Digital Patient (version 1.01) as something that can be achieved in the near 
future, with current technologies. Our starting point for this reasoning was the fact that 
given the enormity of the task, the ambition of having a fully functioning Patient Avatar 
would be perceived as a chimera, which is far from the case if we understand that the road 
toward the Digital Patient is a process. We would rather use the Patient Avatar to signal a 
direction. In a rather clumsy analogy, when Alexander Graham Bell started working on his 
“harmonic telegraph” that eventually would become the telephone, he might have dreamed 
(or not!) of communications without cables in the future. However, the current develop-
ments in terms of mobile phones and smartphone technologies are, we are pretty sure, well 
beyond his wildest dreams. And still, here we are.

With this in mind, we defined different “versions” (or levels of maturity) for the Digital 
Patient. These different “versions” correspond to what could be a short‐/mid‐/long‐term 
vision for the Digital Patient. It was rather difficult for the experts involved in the 
DISCIPULUS discussions to come up with definite categorizations and timescales; but 
nevertheless, we believe that the recommendations they provided will be, for the trained 
eye, relatively easy to position along a time continuum that goes from “I could come up 
with a small prototype if I work on this for a little while,” to “this is achievable in a sensible 
time with some/a lot (of) work” to “we don’t know how to get there yet.” The “maturity 
levels” are briefly presented in the following (see also Fig. 2.1):

Maturity level 1: Interactive health analytics—Consider the development of explor-
atory interfaces that enable a more holistic exploration of the data currently available 
at multiple points of care for each patient; here the goal is improved fusion of all 
existing knowledge about each patient (individualized knowledge fusion).

Maturity level 2: Individualized well‐being and healthcare management—This implies 
that the available clinical data is not only explored but also truly integrated into 
 simulation‐based decision support systems that guide fully individualized treatment 
decisions.

Maturity level 3: The Patient Avatar—This involves a more global integration of data 
collected at the “point of care” and at the “point of life,” as well as a broader range of 
simulations of pathophysiological processes, not necessarily related to the specific 
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disease in question. The result is truly integrative medicine, capable of coping with 
patients with polydiseases, comorbidities, and complex cases more effectively; the 
goal is the full realization of the Digital Patient vision.

DISCIPULUS: THE DIGITAL PATIENT TECHNOLOGICAL CHALLENGES 
AND MAIN CONCLUSIONS

The overall concept of the Digital Patient was split into its component parts in order to 
define the technological challenges, from the initial inputs in terms of data and information 
to the ultimate goal: translation and adoption. The main areas of technological challenges 
are illustrated in Figure 2.2.

The different technological challenges reflect areas in which there is still much work to 
do. These areas are needed in order to achieve the Digital Patient, according to the 
DISCIPULUS vision (Fig. 2.2). These areas are generation of data, biomedical information 
management, mathematical modeling, clinical user interface, and, last but by no means 
least, translation and adoption. For each one of these areas, the main outcomes of the 
Roadmap are described in the section that follows.

Main Outcomes [1]

Area: Generation of Data for Model Construction, Validation, and Application The 
generation, standardization, validation, integration, and homologation of data were 
identified by the wider community to be of the utmost importance. The realization of the 
Digital Patient vision is heavily dependent on the availability and organization of massive 
amounts of data for a range of purposes. These purposes can be ascribed to three  categories: 
(i) for building models (i.e., gathering and structuring information to identify interactions 
and translating them into numeric); (ii) for validating models (i.e., comparing models 
against some ground truths to falsify/corroborate them); and (iii) for populating models 
with patient‐specific information (i.e., deploying validated models in a clinical context).
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→ Individualized care
ML 1: Interactive health analytics
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Incremental discoveries

New science
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FIGURE 2.1 Different “maturity levels” of the Digital Patient [1].
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In order to achieve these goals, we need to considerably focus on facilitating the 
 generation, standardization, certification, and integration of data, targeting the follow-
ing main application areas: construction and validation of data‐driven prediction models, 
application of data‐driven prediction models within primary and secondary healthcare, 
construction and validation of causal and predictive models, application of causal 
models within primary/secondary care, and multidimensional phenotypic data analysis, 
to uncover new important patterns that can serve as inspiration for statistical and causal 
models.

From the discussions, a few areas emerged as requiring targeted support and significant 
effort in research and innovation:

1. Exploration of suitable existing and possible new sources of information, development 
of new acquisition methods, devices, and technological tools, and the use of 
longitudinal data, both across the disease time course and the life span, including 
data on comorbidities.

2. Development and adoption of acquisition methods and technology to determine 
genotype and measure high‐level phenotypes—anatomical data obtained from  next‐
generation image modalities such as magnetic resonance imaging (MRI), computer-
ized tomography (CT), and ultrasound (US); new imaging and sensing technologies 
for the acquisition of data in more physiological conditions such as standing, moving, 
and exercising; new (wearable, multimodal) sensors and sensor data analysis to 
obtain functional data, also during daily life (point of life); lab‐on‐a‐chip devices to 
obtain biomarker and gene expression data; and new phenomics technology.

3. Development and homologation of next‐generation acquisition methods (data 
independent from the acquisition system, the acquisition method, or the acquisition 
source).

Generation of
data and

information

Biomedical
information
management

Mathematical modeling for the digital patient

Phenomenol.
modeling

Mechanistic
modeling

Clinical user
interface

Translation
adoption

FIGURE 2.2 Different areas needed to achieve the “Digital Patient,” according to the DISCIPULUS 
vision [1].
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4. Exploitation and initiation of new developments in data formatting and data 
processing to enable enhanced data provision—advanced ICT solutions to (prefer-
ably automatically) collect and format data and provide it to the Digital Patient for 
use and sharing. This includes denoising and dimensionality reduction of the raw 
data and of the extracted feature space: data formatted in a predefined standardized 
and certified way (provided patient consent about the level usage is embedded) for 
research purposes.

Area: Biomedical Information Management

Whereas the mere acquisition of biomedical data has become relatively trivial and afford-
able, the management of this data remains a daunting challenge, despite decades of 
research. Biomedical information management is a complex multifaceted problem, 
including challenges such as the collection and sharing of data (a paradigm shift within the 
scientific and broader community such that data are gradually considered a public good), 
the standardization of data collection, the question of ontology, dimensionality reduction, 
the question of security and privacy, and the computer and storage infrastructure needed to 
store enormous amounts of data retrievable rapidly, safely, and from everywhere. These 
facets are interdependent, which renders biomedical information management extremely 
demanding. Despite many years of R&D projects and standardization, electronic health 
record (EHR) systems and diagnostic tools of different modalities often still use different 
information models and semantics to represent clinical data. This makes it challenging to 
scale up the corpus of data to support VPH model development and validation, and to 
ensure that deployed VPH models can safely reason on the holistic information about 
individual patients. Semantic interoperability remains a major challenge for healthcare and 
for research. Recommendations are as follows:

1. To develop patient‐centered authorization mechanisms that allow automatic requests 
for secondary use of clinical data after collection and anonymization

2. To develop methods to compute k‐anonymity for anonymized secondary use databases 
of clinical data when combined with any other information available on the Internet

3. To strengthen the efforts to develop dynamic semantic mediation strategies that allow 
clinical specialists to participate in multicentric data collection with clinical data avail-
able in their research warehouses, employing easy‐to‐use procedures to define the 
semantic mapping between the local warehouse structure and the collection ontology

4. To develop automatic extraction of quantified phenotypical disease traits, and use 
these as similarity metrics to retrieve cases comparable to the one at hand from 
within the warehouse

5. To develop new innovative storage and computing services that enable data‐intensive 
analysis of biomedical big data, preserved economically over long term

Area: Mathematical Modeling for the Digital Patient

The Digital Patient relies on the power of predictive modeling to be able to progress into a 
“Patient Avatar” as its final realization. This power is intimately linked to models’ capacity 
to transform observational data into knowledge. In fact, it can be argued that modeling is at 
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the core and the most fundamental element of the Digital Patient as it is able to seize 
 observations, data, and explanations to formulate them and/or capture them in a 
mathematical and numerical form, in order to achieve the goal of explanatory/predictive 
medicine. It is the extraordinary and compelling power of multiscale predictive models that 
will help achieving the full potential of the Digital Patient. Within this context, the areas 
that have been identified as priorities in modeling are as follows:

1. Support the creation of online repositories to house and share disease‐specific and patient‐
specific data and models to enhance collaboration within the VPH community, providing 
ubiquitous access (in compliance with data protection, privacy, and confidentiality rules)

2. Prioritize the development of relatively simple models that address specific topics in 
patient studies, for the expansion of diagnostic methods and therapies in the clinic

3. Develop hybrid methods and strategies to automatically and seamlessly combine 
phenomenological and mechanistic models, exploiting the use of VPH ontologies 
and annotated online repositories containing well‐documented and validated models

4. Develop surrogate modeling methods that make possible to replace computational 
demanding submodels, typically large PDE models (partial differential equation 
models), with estimators developed on precomputed solutions, to provide a fast 
estimate of the model outputs and an upper boundary of the estimation error

5. Develop integrative modeling frameworks that support the abduction cycle that 
applies inductive reasoning to observations, in order to generate hypotheses on 
 mechanistic relationships, verify these against reference observations, and where pre-
dictions are in good agreement with observations, incorporate this new mechanistic 
understanding into the inductive reasoning, thereby facilitating new discoveries

6. Personalize not only anatomical data but also the physiological/pathological 
processes taking place (multiscale) by linking model parameters to easily obtain-
able patient data, leading to an individual patient model rather than a statistical 
patient model

7. Develop fast numerical restart methods that make it possible to employ user explora-
tion of the information space to rerun the model with different inputs at very low 
computational cost when compared to the first run

8. Develop a theoretical framework for the analysis of (spatiotemporal) scale sepa-
ration, and general homogenization and distribution strategies to define space–time 
relations across scales

9. Develop strategies to formalize and generalize the testing and validation of 
mathematical models, providing accurate and automatic estimations on the impact 
that incomplete data has in the personalized models

Area: Clinical User Interface

For citizens or for clinical research? The discussions on this topic dealt with the dichotomy 
of having potentially two different target groups: clinicians and patients as “users” of the 
Digital Patient. In line with the vision and strategy for the VPH, the Digital Patient should 
ultimately be viewed as a tool for citizens, promoting future health and well‐being by 
 fostering the maintenance for a healthy lifestyle, by providing early symptom notifications 
and allowing personal health forecasting.
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However, tailoring the Digital Patient framework to accomodate the needs and interests 
of individual citizens via tools that are sufficiently explained and tested, as well as devel-
oped directly for them (and relatively simple), is a long‐term vision. By identifying trans-
lation and clinical uptake as the primary focuses, the Digital Patient in the Roadmap is 
intended for clinicians and clinical researchers, and it is in this context that the Roadmap 
should be understood.

Along these lines, currently working prototypes are available and allow the three‐
dimensional exploration of large amounts of information on human anatomy, physiology, 
and pathology, referred to an average subject (generic) in fixed time point (static). Future 
research should prioritize the following:

1. Support for effective management of individualized data

2. The extension of existing tools to support time‐varying, dynamic data, and support 
multiscale interactive visualization for data defined at different time scales (data 
defined across different spatial scales)

3. The development of efficient methodologies for the rapid generation of image‐
based functionalized anatomical models for safety assessment and treatment planning

4. Extensions to support novel human computer interaction and interactive visualiza-
tion that allow the usage of large‐scale data from heterogeneous sources for 
knowledge discovery

5. Extensions to support effective information retrieval

6. Extensions to support seamless interfacing with the existing healthcare systems 
under the criteria of clinical adaptability

7. Extensions to support sound evaluations of Digital Patient technologies

Area: Translation and Adoption

Good examples of computational modeling in medicine have been around for 50 years or 
more, for example, the diagnosis of congenital heart disease [9]. Some methods based on 
mathematical models have been in routine use for the past 20 years (e.g., in managing CV 
risk) [10]. What is new are the benefits emerging from current ICT solutions, particularly 
in terms of speed and data‐handling capacity. Mathematical models and techniques have 
demonstrated, for example, a key role in policy‐making, including health economics, 
emergency planning, and risk assessment, among many others. The area of translation 
requires the development or the adaptation of formal processes for verification, sensitivity 
analysis, validation (including clinical trials), risk‐benefit and cost‐benefit analyses, and, 
ultimately, leading to product certification. Reference to the pharmaceutical and medical 
device industries provides guidance on suitable methodological approaches, but further 
developments will be required.

1. Input is required from regulators to define the full translational path from verification 
to certification for different types of Digital Patient solutions. This will, by necessity, 
be a two‐way process as regulatory experts will need to be familiarized with the VPH 
concepts and the DP landscape.

2. Health technology assessment methodologies must be adapted and adopted to com-
pare VPH solutions with current standard of care.
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3. It is unlikely that current conceptual prototypes, developed as proof of concept, can 
be effective for direct clinical translation. It will be necessary to reengineer current 
prototypes for each specific clinical task, reengineering the user interface to specific 
prevention, diagnosis, prognosis, treatment planning, and monitoring purposes.

4. Sets of metrics are required, including both objective indicators and subjective indi-
cators that capture the user experience; user cohorts must be stratified to represent 
realistic and relevant clinical scenarios (e.g., trainees, senior users with low IT 
exposure, etc.). Clusters of descriptors for patient analyses will have to be revised 
based upon novel hypotheses generated through VPH/DP technologies.

5. Health economic and business models must be developed to identify and validate 
the business case of implementing a specific clinical application for each group of 
relevant stakeholders, placing the Digital Patient within the hospital, clinic, or sur-
gery context, as well as for the health system as a whole.

6. There will be a significant demand for education and training. Training programs 
will be required to provide technicians with a strong underpinning knowledge base. 
In early and mid‐term stages of translation, training in principles of the respective 
VPH model/DP solution will be needed for clinical end users.

THE REMAINING CHALLENGES AND BIG DATA

Perhaps and on reflection, the DISCIPULUS Roadmap should have included a more distinct 
section on “big data.” “Big data” challenges were recognized in the Roadmap itself across 
different technological areas, in particular data, biomedical information management, and 
mathematical modeling, which is not in itself surprising. As previously explained, the Digital 
Patient (and VPH for that matter) is firmly rooted on the basis of developing mathematical 
models capable of accurately predicting what will happen to a biological system. To tackle 
this huge challenge, multifaceted research is necessary and the challenges of this research 
are well explained in the Digital Patient challenges, described in previous sections. However, 
the real challenge is the production of multiscale, mechanistic knowledge (defined over 
space and time) capable of being predictive with sufficient accuracy. Therefore, it follows 
that recently, especially in the area of personalized healthcare, there is a huge push to use big 
data technologies as a complementary approach, in order to reduce the complexity that 
developing a reliable, quantitative mechanistic knowledge involves.

In particular, part of this huge “data explosion” comes from the “omics” fields. As pre-
sented in Ref. [11], genomics and postgenomics technologies produce very large amounts of 
raw data about the complex biochemical processes that regulate each living organism; nowa-
days, a single deep‐sequencing dataset can exceed 1 TB. More recently, we started to see the 
generation of “deep phenotyping” data, where biochemical, imaging, and sensing technol-
ogies are used to quantify complex phenotypical traits and link them to the genetic information. 
These data are processed with specialized big data analytics techniques, which come from 
bioinformatics, but recently there is growing interest in building mechanistic models of how 
the many species present inside a cell interact along complex biochemical pathways. Because 
of the complexity and the redundancy involved, linking this very large body of mechanistic 
knowledge to the higher‐order cell–cell and cell–tissue interactions remains very difficult, 
primarily for the data analytics problems it involves. But when this is possible, genomics 
research results finally link to clinically relevant pathological signs, observed at tissue, organ, 
and organism scales, opening the door to a true systems medicine.
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However, despite the obvious impact of “omics” data in modeling and technologies 
sequencing huge amounts of data, “big data” aspects permeated all the chapters of the 
DISCIPULUS Roadmap: from visualization techniques, to the challenge of medical 
treatment and commercialization (product and service developments). According to the 
report “Big and Open Data in Europe: A Growth Engine or a Missed Opportunity?” [12], 
big data has the potential to contribute €206 billion to the European economy by 2020; 
however, only 5% of this is in the healthcare sector. In particular, the report highlights the 
healthcare sector as one example where the introduction of ICT is highly valuable, given 
enormous amounts of data produced (“data produced by monitoring patients and effects of 
different treatments”), and in light of the current financial and demographic challenges.

As fleetingly mentioned in the Roadmap itself, healthcare is also one of those cases 
where open data are expected to play an important role by providing additional incentives 
for management improvements. This might work well in certain countries (e.g., the United 
States) where the business model for healthcare is more reliant on the private sector. 
The story is less clear in Europe though, where the healthcare sector, traditionally domi-
nated by public financing, can expect a much smaller return on investments in big and open 
data projects.

The availability of new data will allow the development of applications to make it easier 
to share and analyze information, in order to improve healthcare quality and reduce costs. 
According to Ref. [13], sound use of these applications and data holds the potential to 
change the landscape of healthcare. To enable such a breakthrough, advanced new com-
puting infrastructure is needed, where storage for big data with offloaded functions plays a 
key role, as data warehouses are where the data resides most of its lifetime. Such pioneer-
ing scalable storage should allow easy sharing and exchange of the data (while maintaining 
security and confidentiality requirements), support computing close to the data, including 
powerful analytics, and preserve the data for decades.

Additionally, the need for user‐friendly interfaces between the data and users of the 
data, in particular the clinicians, cannot be underestimated. It is essential that the end user 
has an unambiguous and clear way to input and extract data, particularly where it may be 
categorized in various ways. It may be necessary to use alternative categorization from the 
end‐user perspectives, as compared to the data storage, in order to facilitate easy access. 
Ultimately, the success of the clinical translation of the Digital Patient requires that the 
 clinicians are willing and able to interface with the project on a daily basis [14, 15].

A final consideration is that apart from patient data, big data in healthcare includes also 
data from a myriad of other sources, for example, from claims and cost of products and ser-
vices; pharmaceutical data related to therapeutic mechanisms, side effects and toxicity; and 
patient behavior and patient activity (think about those recording activity on their smart-
phones or with a Nintendo Wii, just to cite two examples). In addition to the privacy issue, 
mentioned in the “Biomedical Information Management” section, probably one of the main 
challenges of having this diversity in the data sources will be to determine the ownership of 
the data: does it belong to patients or to service providers? This raises all sorts of ethical 
issues, which need to be addressed alongside the evolution of the Digital Patient.

CONCLUSION

This chapter presented the outcome of the EC‐funded project DISCIPULUS and the 
“Roadmap for the Digital Patient” report. It also presented in a compact way the vision of 
the Digital Patient by the VPH community, and it discussed some challenges with regard to 
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“big data.” The “Roadmap for the Digital Patient” presents a compelling vision in which 
progressive, evolving technologies might give birth to the Patient (or Medical) Avatar for 
predictive and personalized medicine.
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3

INTRODUCTION

Any preliminary read on the subject of a virtual human … human physiome … digital 
patient lays bare the need for integrating the wide spectrum of topics and technologies 
associated with this research and development. Reading through the chapters of this com­
pendium will prove out that diversity—various disciplines, methodologies, hypotheses, 
purposes, technologies, and practices—contributes to advancing the digital patient. This 
brief discussion introduces the origins, evolution, and expansion in this field of enquiry. As 
with all interdisciplinary studies, it will be useful to first layout a common lexicon with the 
introduction and/or operationalization of phrases and words found in that preliminary read 
on this subject:

•   Complicated and complex systems—these systems diverge based on the level of 
understanding of the system; a physics‐based model is complicated because it has 
numerous parts, but it is not complex in that it is predictable. On the other hand, a 
complex system like the human body might have fewer parts, but it is complex because 
it is difficult to ascertain absolutes in the data as humans are organic; one cannot pre­
dict the behavior of the human system with any certainty.

•   Computer and computational models—a computer model refers to the algorithms and 
equations used to capture the behavior of the system being modeled; while the com­
putational model is a mathematical model that requires extensive computational 
resources (e.g., computer memory and speed) to study the behavior of a complex 
system by computer simulation.
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•   Interoperability and integration—the technical term “interoperability” refers to 
 computer systems that can exchange information; integration (of systems) seeks to 
embed existing and new systems into an existing environment.

•   Live, virtual, constructive simulation—examples of each in the medical domain are as 
follows: live—using live actors to mimic illness; virtual—synthetic training environ­
ments where people employ simulated equipment like the virtual operating room; 
constructive—simulated people and simulated equipment augment real‐world condi­
tions like the virtual stethoscope.

•   Simulation and simulator—simulation is a means, a technique, to replace or augment 
real‐world experiences with case studies or guided experiences that represent or rep­
licate substantial aspects of that real‐world with an interactive capacity; the simulator 
is a device that can be used to accomplish this, such as a computerized manikin that 
can mimic fluid loss.

•   Digital Patient—an artificial human being to include anatomical, physiological, and 
behavioral attributes.

•   Anatomical model—models of the human anatomy ranging in complexity from single 
cell to organ‐to‐organ system; single or multiple components (e.g., the femur or the 
entire skeletal system) with a view to studying form, what it is.

•   Physiological model—models to understand how the anatomy works in totality; how 
cells, muscles, and organs operate together and interact from the molecular basis to 
whole integrated behavior of entire body with a view to studying function, what it does.

•   Behavioral model—for purposes of this study, this modeling focuses on representing 
changes in human behavior the result of a wide range of factors such as information, 
motivation, ability, and physical change.

•   Individualized and personalized patient care—moving from treating the individual 
patient based on the at‐large norms for his/her symptoms or disease patterns, then pre­
scribing norm‐set treatment options to personalized patient care with specified 
treatment options that are not norm driven.

THE DIGITAL PATIENT: ITS EARLY START

Numerous efforts have been and currently are underway in the design of and/or distinct 
components of the digital patient. Some of the earliest work is the concept presented to the 
International Union of Physiological Sciences (IUPS) by its Commission on Bioengineer­
ing in Physiology in 1993. Within 3 years, a workshop on organizing the Physiome Project 
was underway; by 2001, IUPS designated the human Physiome Project a primary focus of 
work for the next decade. Heading the research is the Physiome Commission of the IUPS; 
core to the Commission is the integration of models of components of organisms through 
the development of databases and models, which would facilitate the understanding of the 
integrative function of cells, organs, and organisms. The Project’s goal is compiling and 
delivering a central repository of databases, and linking experimental information and 
computational models from many laboratories into a single, self‐consistent framework as a 
means of promoting a holistic, analytical approach to medicine and physiology. One of the 
participants in the Physiome Project, the National Simulation Resource at the University of 
Washington, Department of Bioengineering, provided a number of tools such as data‐basing 
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information ranging from functional behavior of molecules, to observations intact cellular 
systems descriptive models, computational models, and search engines both networked and 
web‐based.

Another group of contributors to the Human Physiome research and development are the 
scientists at Auckland University (New Zealand). This project is an integrated program aimed 
at archiving and disseminating quantitative data and models of the functional behavior of human 
anatomy from molecules to tissues to organism. This project sets apart modeling hierarchies 
(genes, proteins, biophysical models, constitutive laws, organ models, and whole‐body models) 
and makes them available in various databases. The models are primarily mathematical.1 
The visualization tools are web‐based, animated visualizations of computational outputs.

In the United States, the University of Southern California Institute for Creative 
Technologies (ICT) is home to an extensive effort conducting basic applied research in 
immersive technologies to advance and maintain state of the art for a human synthetic expe­
rience. Many of the participants in the research view the synthetic experience as real. This 
team is engaging avatars and traditional learning environments to create a mixed‐reality 
setting. The research at ICT is also engaged in behavioral modeling. ICT has developed 
six research areas: (i) cognitive architecture (integrated digital patients and intelligent 
robots), (ii) embodiment (nonverbal behavior), (iii) emotion (computational systems that 
use emotion to communicate and to influence memory), (iv) integrated digital patients 
(provides a prototype to create your own digital patient), (v) multicomp lab (visual cues), 
and (vi) natural language processing (digital patients interacting with people).

At Stanford University holograms are used as a means to understand interactions 
among people in immersive virtual reality and other forms of digital representation in 
media. The depth of this research begs the question, what does this project present in the 
way of representing the body’s physiological and behavioral systems?

Another significant effort is the LINDSAY Digital Patient, a three‐dimensional, mul­
tiscale, interactive computer model of male and female anatomy and physiology. The 
University of Calgary is leading this collaborative project: Departments of Computer 
Science and Undergraduate Medical Education, and the faculty of medicine—Virtual 
Medical Education Unit. The goal of the LINDSAY project is to present biological models 
and computational tools for research and learning of human anatomy and physiology via a 
component‐based computational framework, facilitating the interrogation of the human 
body in depth, interactively, and in real time. The simulation ranges from the body systems 
level to organ, tissue, cell, and subcellular structural levels. These agent‐based simulations 
replicate the physiological processes of these ranges. Coupled with the diverse capability 
is the availability of the product: the LINDSAY Digital Patient is available as e‐Learning 
software, touch table applications, iPad/iPhone apps, 3D anatomy (Presenter), 4D physi­
ology (Composer). Much of the literature produced as part of this effort focuses on the 
technical development of these tools.

We should not leave this discussion without presenting a key aspect to engaging all 
components available as parts of the state of the art: measurement and metrics. One such 
organization focused on performance metrics is the group founded by Johns Hopkins 
Medicine, MedBiquitous. Operating at the international level, the group is developing and 
promoting technology standards for the health professions to advance lifelong learning, 

1 The mathematical models range five levels: level 1, molecular; level 2, subcellular Markov models; level 3, 
subcellular ODE (ordinary differential equations) models; level 4, tissue and whole organ continuum models; 
level 5, whole body system models.
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continuous improvement, and better patient outcomes. MedBiquitous is accredited by the 
American National Standards Institute (ANSI) to develop information technology stan­
dards supporting the health professions. The group is focused on creating a technology 
blueprint for advancing the health professions that will seamlessly support the learner in 
ways to improve patient outcomes and simplify the administrative work associated with 
lifelong learning and continuous improvement. Specific to the digital patient, MedBiquitous 
has engaged a Virtual Patient Working Group to focus on developing XML standards and 
web services requirements to enable interoperability, accessibility, and reusability of 
web‐based virtual patient learning content.

ENGAGING THE DIGITAL PATIENT

Simply stated, human biology is a science of complexity. The typical approach to studying 
this complex entity called the human body has been reductionist biology in which the sci­
entist looks at specific segments of the body, in essence taking the pieces apart. This has its 
place in the examination of individual anatomical components, but it falls short when 
attempting a holistic analysis of the body. Thus, an approach that accommodates an 
integrated, interoperable, that is, complex and dynamic, examination of human biology 
coupled with physiological and behavioral components of the individual’s experience is 
ideal. And that is what simulation delivers in the form of the digital patient. Moreover, a 
digital patient approach to patient care can provide the best personal health system because 
it encourages, even requires, that the patient be more aware and take an active role in his 
own health as opposed to depending on hospitals, clinics, and specialists.

1. Research—for purposes of this discussion, research encompasses engaging the digital 
patient to conduct medical studies and in the development of devices and tools. 
Medical studies serve to eliminate danger to human subjects: such as disease and 
treatment studies, pharmaceutical development, and biologic medicine. With regard 
to devices and tools, the US Food and Drug Administration (FDA) is responsible for 
the oversight of these apparati under its Center for Devices and Radiological Health. 
The Center regulates via four evaluation models: animal, bench, computational, 
and human. Simulation supports this evaluation as it is premised on mathematical 
modeling, thus the soundness of the device; and the virtual (mirroring real‐world) 
application for an analysis of its effectiveness. In 2014, the FDA published a guidance 
document, “Reporting Computational Modeling Studies in Medical Device Regulatory 
Submissions,” as a means of encouraging simulation in medical research. The FDA 
is also involved in developing the Virtual Physiological Patient (VPP), a library of 
computer models of the human body at various levels of disease states. Additionally, 
there is the partnership among device developers, software providers, and medical 
professionals known as the Medical Device Innovation Consortium (MDIC) that 
serves as a center for disease‐specific information gathering. Significantly, the goal of 
the VPP is to serve as a shared point of reference that will improve both understanding 
the value and limitations of models. For the FDA and its associate partners these 
applications are distinct parts of what could grow into a whole representation.

2. Education—medical training can be either patient‐centric or education‐centric with 
each perspective requiring varying levels of model and/or simulation fidelity. 
A digital patient can support both. (There is much discussion on this topic in Part 4 
of this publication.)
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3. Practice—the future of healthcare, in the United States and globally, is proving to be 
an overwhelming challenge. Changing practice to provide holistic, personalized care 
in an expanding (longer‐lived and growing population) and demanding (multiple 
pathologies and needs per individual patient) environment requires optimizing 
research, technology, and training. Clinicians must exploit new generation capabil­
ities in diagnostic and therapeutic patient care for the burden of patient needs to be 
met. Medical technology is very near to providing safe and effective personalized 
patient care through the use of digital patient technology. Gone will be the normed 
set of symptoms standard set of treatments approach.

And importantly, there is … .

4. Personalized healthcare—this should be the primary goal for the digital patient—
personalized healthcare with the patient actively participating. There are many orga­
nizations associated with this facet of the digital patient. Some advocate for proactive 
healthcare models using technology for broadband infrastructure, interoperability, 
and care in the home. The ideal situation is to make care‐at‐home the default location 
for the patient in contrast to clinics and hospitals with their associated challenges and 
costs. Sadly, these individual health‐teams address the patient as distinct parts of a 
body, or as a body with individual pathologies and isolated aspects of physiology. 
The data prove that healthcare should be a coordinated effort; still, it is widely known 
that the vast majority of medical errors are the result of miscommunication as varying 
disciplinary units fail to communicate. The digital patient facilitates a self‐care 
approach coupled with a networking capability that will avert communication gaps 
while fostering care customization.

CONCLUSION

In January 2011, the Massachusetts Institute of Technology submitted a report to the health 
science research community introducing a new research model from which this compen­
dium draws upon to discuss how and why connecting the research and development sur­
rounding the digital patient is a must. The research paradigm they developed is called 
convergence. Convergence is the merging of distinct technologies, processing disciplines, 
or devices into a unified whole to create a host of new pathways and opportunities. 
Convergence can take the technical tools, as well as the disciplined design engineering and 
physics approach and apply them to the life sciences. The strength in this methodology is 
that it does not rest on a particular scientific advancement but on a new integrated approach 
for achieving advancements.

Specific to interdisciplinary research and development, this approach is inclusive, flex­
ible, and forward‐thinking. It is a methodology that supports the merging of the life, 
physical, and engineering sciences and their respective interdisciplinary research areas. As 
such, this notion of convergence is a good first step in achieving the purpose behind the 
discussions among the chapters of this book: the integration of completed work and 
ongoing work, determining gaps in the research and development, and advancing the 
 completion of a digital patient.
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INTRODUCTION

Any preliminary read on the subject of a virtual human, human physiome, digital patient 
lays bare the need for integrating the wide spectrum of topics and technologies associated 
with this research and development. Reading through the chapters of this compendium will 
prove out that diversity—various disciplines, methodologies, hypotheses, purposes, tech-
nologies, and practices—contributes to advancing the digital patient. This chapter addresses 
a significant component of the digital patient: visualization. At the core of modeling and 
simulation engineering, visualization is the means by which modeling and simulation artic-
ulate; that is, typically, visualization serves to interface with the model, and that model is 
an approximation of the real‐world. However, with the digital patient the aim is to secure 
more than an approximation; the digital patient must be a true replication of the human 
physiology. Moreover, it is this component of visualization, both analog and digital, that is 
critical to that replication. Opportunely and constructively, visualization has the capacity to 
capture what is undoubtedly the most complex system: the human body.

As engineers, we like to think that the development of a digital patient starts within 
the realms of modeling, simulation, and visualization engineering. A brief review of the 
common lexicon within this field of study bears this out. Listed down are some of the 
phrases and words useful for a preliminary read on this subject at‐large as well as how they 
apply or translate to the digital patient:

•   Complicated and complex systems—these systems diverge based on the level of 
understanding of the system; a physics‐based model is complicated because it has 
numerous parts, but it is not complex in that it is predictable. On the other hand, a 
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complex system like the human body might have fewer parts, but it is complex because 
it is difficult to ascertain absolutes in the data as humans are organic; one cannot 
predict the behavior of the human system with any certainty.

•   Computer and computational models—a computer model refers to the algorithms and 
equations used to capture the behavior of the system being modeled; while the com-
putational model is a mathematical model that requires extensive computational 
resources (e.g., computer memory and speed) to study the behavior of a complex 
system by computer simulation.

•   Interoperability and integration—the technical term “interoperability” refers to com-
puter systems that can exchange information; integration (of systems) seeks to embed 
existing and new systems into an existing environment.

•   Live, virtual, constructive simulation—examples of each in the medical domain are as 
follows: live—using live actors to mimic illness; virtual—synthetic training environ-
ments where people employ simulated equipment like the virtual operating room; and 
constructive—simulated people and simulated equipment augment real‐world 
conditions.

•   Simulation and simulator—simulation is a means, a technique, to replace or augment 
real‐world experiences with case studies or guided experiences that represent or 
replicate substantial aspects of that real‐world with an interactive capacity played 
out over time; the simulator is a device that can be used to accomplish this, such as a 
computerized manikin that can mimic fluid loss.

•   Anatomical model—models of the human anatomy ranging in complexity from single 
cell to organ‐to‐organ system; single or multiple components (e.g., the femur or the 
entire skeletal system) with a view to studying form, what it is.

•   Physiological model—models to understand how the anatomy works in totality; how 
cells, muscles, and organs operate together and interact from the molecular basis to 
whole integrated behavior of entire body with a view to studying function, what it does.

•   Behavioral model—for purposes of this study, this modeling focuses on representing 
changes in human behavior the result of a wide range of factors such as information, 
motivation, ability, and physical change.

The above lexicon framework facilitates an explanation of the difficulty of modeling the 
human physiology.

MODELING A COMPLEX SYSTEM: HUMAN PHYSIOLOGY

Engineers expert at modeling and simulation are well aware of the challenges in replicating or 
characterizing a real‐world entity that is dynamic and organic. Entities that experience some sort 
of continuous movement (dynamic) and/or ongoing change in structure, comportment (organic) 
often present themselves as complex systems. As defined by Banks in Chapter 3, a complex 
system is one that presents itself as difficult to ascertain data due to those dynamic, organic 
variables. In the context of a digital patient, the difficulty in modeling arises due to physiological 
uncertainty or behavioral unpredictability—again it is that dynamic/organic characteristic. The 
human body is unequivocally a complex system and modeling it is quite the task.

Expert modelers comfortably admit that modeling is not easy: the more complex the 
system or entity to be represented or characterized, the more difficult the task of modeling 
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it. Added to that is the difficulty of modeling the organic, dynamic nature of the human 
body. Case in point is the Physiome Project [1]. The Project presents a physiome bioinfor-
matics matrix of six mathematical modeling levels, of which the first five are linked to 
biology, physiology, and bioengineering. These mathematical models found among the 
three disciplines are the foundation for human models developed for simulation purposes.

•  Level 1 models: Molecular models

•  Level 2 models: Subcellular Markov models

•  Level 3 models: Subcellular ODE models

•  Level 4 models: Tissue and whole organ continuum models

•  Level 5 models: Whole body continuum models

•  Level 6 models: Whole body system models

This range of modeling speaks to the complexity of the human anatomy and the complex 
system of the human body. Therein lies the need for visualization as the means to articulate 
the mathematical models.

The following sections include discussions on modeling, simulation, and visualization 
at‐large, and visualization specific to the digital patient.

MEDICAL MODELING, SIMULATION, AND VISUALIZATION

In modeling and simulation, we look at describing how something behaves (via modeling) to 
gain some understanding about the system represented by the model. Simulation facilitates 
changes to the model as a means to observe it over set periods of time or activities. Thus, the 
term “simulation” is defined as models that have been implemented in a temporal manner. 
Specific to medical implementations, these simulations can take on three forms: live, virtual, 
and constructive simulation. Live simulation is real people using real equipment but employ-
ing the equipment outside the context of a real world. Virtual simulation consists of real 
people employing simulated equipment. Constructive simulation involves simulated people 
working with simulated systems. (The concept of a constructive simulation may be somewhat 
hard to grasp because humans do interface with this simulation by providing input to the 
simulation, but the simulation carries out the action.) These simulation forms are not 
restricted to exist in isolation. Combining them can produce a simulation environment known 
as live–virtual–constructive (LVC) simulation, such as a virtual operating room (Fig. 4.1).

Within the realm of modeling and simulation are paradigms that permit representing the 
object being modeled as a static or dynamic entity. These paradigms are discrete event sim-
ulation and continuous simulation. Discrete event simulation relies on the occurrence of 
specific events to advance a simulation from one state to another, over time; that is, the 
variation in a model caused by a chronological sequence of events acting on it. The events 
are instantaneous occurrences that may cause variations or changes in the state of a system, 
which are in essence the one or more variables that completely describe a system at any 
given moment in time. Continuous simulation allows that the system represented changes 
constantly over time. This is typical when models are governed by the laws of physics.

Still, it is the third facet, visualization, which serves as the means by which information is 
communicated [2]. This information can be the result of a simulation or a representation of a 
physical object being simulated inside the simulation, such as the body of a jet plane inside a 
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virtual wind tunnel or a cardiac pathology discovered via a three‐dimensional (3D) image in 
an ultrasound simulator [3]. Visualization can also include being the model: it can represent 
the human body or aspects of it. Moreover, to understand how an individual human body 
functions as a complex system, 3D computer models are patient‐tailored as would be in the 
case of a digital patient [4]. Numerous visualization tools are employed to produce these 3D 
computer models. These tools are capable of interrogating the parameters of a model, pre-
senting models from the minute molecular level to whole‐body level. The visualization tools 
can also animate computational outputs for analysis, prediction, and prescription [5].

The adage a picture is worth a thousand words truly speaks to the fact that complex ideas 
or information can be more easily represented with an image. In such a sense, the goal of an 
engaging visualization is to illustrate complex information through an image or a series of 
images (i.e., videos and interactive visualization). The intent of engaging visualization for a 
project such as the digital patient is to illustrate complex information. Such images can be 
either 2D or 3D representation derived from real anatomical or simulated data. By adding a 
fourth component, 4D medical visualizations can provide additional details about the patient 
[6]. When the visualization is effective, it enables the understanding of complex relations of 
large amounts of data with ease [7].

This is why when trying to explain something complex, people often resort to drawing 
(i.e., sketches, diagrams, mapping directions). The complex nature of the digital patient 
stresses the need for effective visualization. In effective, successful visualization it is 
always very important to accomplish two things: (i) show the precise data and (ii) avoid 
distorting the data [8]. This is done by understanding what to communicate, to whom it is 
intended, and how it will inform the viewer (Fig. 4.2).

FIGURE 4.1 The virtual operating room at Old Dominion University [38].
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Some computer visualizations are presented as a snapshot of a moment in the time of the 
simulation, and others as a continuous real‐time visualization. These options are selected 
depending on what we are trying to understand; but the focus of the visualization is to stay 
true to the data so that we can get an accurate illustration from which to make informed 
decisions. Because of the multidisciplinary aspects of modeling and simulation, visualiza-
tions can and often does make use of very distinct delivery platforms. Some simulations 
use multidisplay systems as in the case of flight simulators, or multiscreen large‐scale 
displays (like the CAVE) [9]. On the other side of the spectrum, visualizations can happen 
on laptop screens or inside head mounted displays (HMDs) [10]. In addition, the interac-
tions with these systems vary, depending on their purpose. Some use replicas of the physical 
hardware that interacts with the simulation as in flight simulators [11], others use spatial 
controllers to manipulate and interact with the data [12]. Still other types of controllers 
try to simulate a tactile sensation as you interact with the simulation [13] such as those on 
laparoscopic simulators (Fig. 4.3).

FIGURE 4.2 Bubble graph of the wealth and health of nations over 200 years [39].

FIGURE  4.3 The wound debridement simulator with haptic feedback at Old Dominion 
University [40].
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While all of these technologies are available for visualizing data, not all of them are 
applicable for all uses or are they generalizable. Therefore, while it may be interesting to 
do a flight‐through using Google Earth inside a CAVE display, the use of such display does 
not gain any additional insight into the data [14].

Visualization vis‐à‐vis the Digital Patient (Human Anatomy and Physiology) Odd as it 
might seem, a reference to cartography is a good starting point for this discussion. Centuries 
ago, cartography was a time‐consuming endeavor that ensued for generations. The 
visualization was a simple, static drawing that nevertheless proved a very important tool. 
As visualization tools evolved over time, so did the tools for cartography. These visualization 
tools are now ubiquitous; Google Earth is the perfect example.

Google Earth has mastered the integration of data and placed that data into context. In 
just one glance, directions, traffic, road networks, and weather are all discernible to the 
viewer. In essence, this technology facilitates the co‐location of separate data sets, illus-
trating complex relationships between multiple systems. In similar manner, the digital 
patient makes use of different data sets and simulations that are interdependent and that 
can be brought together to illustrate multiple functional relationships among the different 
systems [15, 16]. In some sense, a similarity exists between the cartography that serves as 
the grounding data for Google Earth and anatomical visualization as the grounding data for 
visualizations of the human physiology (Fig. 4.4).

Coupled with the art of cartography are the human mappings of the anatomy. The effort 
to record the human anatomy in the greatest of detail began with Leonardo da Vinci. 
Through his visualizations of the human anatomy, medical professionals began to gain an 
understanding of the human body. These early efforts used visualization to present the 
information gathered, and they were successful because they focused on the substance 
rather than the methodology. Technologies today also focus on substance: magnetic reso-
nance imaging, X‐rays, and computer tomography scans are such tools that have found 
themselves as integral for medical diagnosis, intervention, and education (Fig. 4.5).

Advancements in computer graphics have greatly enhanced the capabilities for medical 
visualizations [17]. Surface rendering allows for the display of vast amounts of information 
as surface models, treating the objects visualized as having a surface of a uniform color 
and in which shading shows the location of light [18]. This is how we get some areas more 
illuminated than others. Surface rendering keeps all of the detail on the outer surface of 

FIGURE 4.4 1683 map of West Africa by the cartographer Cloveris showing Sierra Leone (left) [41]. 
NASA GES DISC projected and visualized A‐Train swath data along with A‐train vertical profiles in 
Google Earth (right) [42].
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the medical data, like a shell, but it can lose the information on the inside. Volume  rendering 
allows for the display of the intensity of objects across the entire volume of an object. It is 
able to represent not only the surface details but also the interior details [19]. Because of 
the even greater complexity and size of the data used for volume rendering, this technique 
is used selectively in medical visualization. Still, advancements in graphics processing 
units or GPUs are making it possible for greater implementation of this technique [20]. For 
representing anatomical structures, both surface rendering or volume rendering are great 
visualization methods to use (Fig. 4.6).

FIGURE 4.5 Da Vinci’s sketches of muscles and skeleton (left) [43]. Volume rendering of a native 
thoracic CT scan (right) [44]. Reproduced with permission of Royal Collection Enterprises.

FIGURE 4.6 Surface model of a pelvis bone from a few X‐ray images (left) [45]. Volume rendering 
of CT scan data (right) [46].
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Specific to simulation and the representing of motion of fluids inside the body, there is 
a visualization method called particle systems (Fig. 4.7). Particle systems [21] are used to 
simulate certain kinds of “fuzzy” phenomena such as smoke, blood, or anything containing 
numerous strands. This method has been used for simulating blood flow inside the capil-
laries and the heart [22].

MODES AND TYPES OF VISUALIZATION

There are many modes of visualization available for representing human physiology. 
We will discuss two diverse, but effective modes that are supportive to developing the 
digital patient and each mode’s ability to replicate the human anatomy for education and 
testing. These are classified as visualization as an explanation tool and visualization as an 
exploratory tool [23, 24].

Visualization as an Explanation Tool (Education and Practice)

In this mode, visualization is used solely for explanation purposes. This helps advance the 
use of the digital patient for education and practice (training). When in this mode, it is not 
necessary for the data to be connected to the original simulation system, but this mode can 
facilitate presolved simulation data to illustrate a process. The data used for the visualiza-
tion may be a subsample set of the original data, providing enough detail for practice and 
education use, but not suitable for research or full simulation purposes. This visualization 
is performed in real‐time and can be interactive. Simulation‐based task trainers are an 
example of this type of mode of visualization. Also included are scientific animations and 
interactive presentations, such as the Giant Heart project, developed for the Museum of 
Science and Industry in Chicago [25–27]. Within this visualization mode, virtual guides or 
visual aids can be added to the underlying data to better help in conveying the message 
or training outcome (Fig. 4.8).

FIGURE 4.7 Interactive 3D flow visualization using particle systems [47].
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Visualization as an Exploratory Tool (Research)

In this mode, visualization is used to gain insight of the simulated system, such as the 
digital representation of the physiology of a patient. The visualization data is connected to 
the simulation system describing its function, and it contains all of the necessary samples 
providing enough detail for meaningful simulations. It can be interactive, but the final visu-
alizations must wait for a period of time before the processed result can be presented. It is 
this aspect that makes this mode primarily suited for research purposes. In this research 
mode, visualization is the final step of the simulation, and it is used to validate, verify, or 
gain insight into the model and its results [28]. Once insight or analysis is achieved and 
verified, the dataset may be subsampled and simplified for use in explanation and/or 
education purposes, creating a symbiotic relationship between the two modes (Fig. 4.9).

The Usefulness of 3D Computer Graphics 3D computer graphics allow us to visualize 
information that exists in space [29]. One of the biggest advantages of 3D graphics is 
the ability to visualize the data from any angle at any moment in time. The data that 
comprises the 3D model to be visualized is a mathematical model of a 3D object stored in 
the computer on which calculations can be performed and the results are rendered in a  
2D image plane, such as the computer screen and their color represented as a pixel in the 
resulting raster image.

The data can be either in the form of points, polygons, or voxels. Points and polygons 
are good at representing simple 3D structures that have a lot of empty or homogeneous 
filled space as opposed to voxels. These serve best at representing regular grid sampled 
spaces that are not homogeneously filled [30]. Using a combination of these data models, 
3D computer graphics can be used for the visualization and analysis of medical data [31]. 
Because of the advantages of 3D graphics, most current consumer computer products con-
tain specialty processors for handling a mass amount of 3D models, either in polygon form, 

FIGURE 4.8 Ultrasound tool trainer at the Virginia Modeling Analysis and Simulation Center [48].
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voxel form, or a combination of both. These products are known as graphics processing units 
(GPUs) [32]. By using this specialty hardware, the visualization of very complex 3D structures 
is possible, freeing the other computational hardware, such as the CPU, free to do other 
computations on the model data. This proves significant when working with medical data.

3D Printing, Biomechatronics, and the Digital Patient Recall the then intriguing 1970s 
television show, The Six Million Dollar Man. The show introduced the notion of a human 
capable of controlling his robotic/synthetic counterparts to his natural anatomy. The 
intrigue rested in the fact that this man would use his natural, native biological systems to 
control and manipulate the robotic. The character in that show was a former astronaut 
equipped with bionic implants. Fast forward to the twenty‐first century: the advancements 
of 3D printing, electronics, and robotics all combined have resulted in biomechatronic 
prosthetics that can replace or enhance the human capacity of the host biological system. 
With respect to a digital patient, consideration needs to be given to the interconnects and 

(a)

(b)

Four-chamber view and vector graphs volunteer < 30 year

Four-chamber view and vector graphs volunteer > 50 year

FIGURE 4.9 Vector graph visualization of intracardiac blood flow in a young (a) and an old (b) 
healthy volunteer. The formation of diastolic vortex flow in the LA and LV is indicated by the dashed 
circles. Note the reduced diastolic inflow velocities (color coding) and less prominent vortex flow in 
the older volunteer. Ao, aorta; LA, left atrium; and RV, right ventricle [49].
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communication mechanisms and protocols between the body’s physiological systems and 
their biomechatronic counterparts. Current advances in 3D printing, biomechatronics, and 
the understanding of how some physiological systems work have made this now a reality.

A quick look at one leading company, BiOM® Personal Bionics™, helps us understand 
how in the future human physiological systems will be enhanced or repaired using 
personal bionics. No longer will the digital patient system need to simulate the absence or 
deterioration of a functioning limb or system; it will now process and manage the symbiotic 
relationship between the biological and the synthetic. Advancements in these integrating 
technologies will result in digital patients whose whole health depends on these synthetic 
augmentations. Moreover, as these technologies are developed, a greater understanding of 
the biological counterpart function is gained.

VISUALIZATION FOR PATIENT‐SPECIFIC USEFULNESS

Even when the daunting task of representing and simulating a complex system like the 
human body is completed, we would still need to present the simulation results to explain and 
explore it in some manner. We could present the information in its binary format, as a series of 
0s and 1s, but the practical utility of such a means for a human would be nonexistent. Another 
way to present the information is reams of chart‐like monitors and spreadsheets with numbers, 
but for the noninitiated this would be even more confusing. Visualization is unequivocally 
one of the most important ways of presenting the complex system of the human body as 
human data. Visualization enables the presentation of complex dynamics and relationships 
in an easy to understand method, and it facilitates a personalized physiological digital copy 
of the individual as a means to tell the story of the body: where it has been, where it is, and 
where it is going.

Because of the advantages integral to 3D graphics, it is now possible to visualize 
patient‐specific data via imaging systems like the CT scan or the MRI. Visualization 
enables the presentation of complex dynamics and relations in an easy to understand 
method, but it would also help us achieve some of the more important reasons of having a 
personalized digital copy of patients. These visualizations can be used to practice a plan 
of action, a surgical intervention, a drug therapy [33, 34]. Alternatively, visualization can 
be used to educate a patient about his or her life’s choices and behaviors, and how those 
choices affect individual health and well‐being (Fig. 4.10).

CONCLUSION

In this chapter, we discussed what is visualization and how it can help us meet the 
challenges of the digital patient, how 3D graphics are helping pave the way for engaging 
visualizations, and how to use two modes of visualization when presenting the data for 
different purposes, be it research, practice, or education. Visualization is a major compo-
nent of the digital patient, and we have seen how it can be used to inform and to help gain 
insights into the data. The digital patient has the potential to be a game changer in the 
healthcare industry as it will allow for a truly personalized care as well as provide insight 
to the people with their digital double, at least when it pertains to anatomy, physiology, and 
behavior. The applications of visualization for the digital patient are wide and varied, and 
we must always make sure that the visualization stays true to the data and that it focuses on 
the substance rather than the methodology no matter the application (Fig. 4.11).



FIGURE 4.10 Laparoscopic surgery port placement visualization module [50].

FIGURE 4.11 Apple’s health app [51].
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The digital patient is the next level of personalized medicine, and it will be brought to 
the public by the use of visualizations. This is evident in the use of visualization for patient‐
specific usefulness by the myriad of applications that work on smart phones or specialty 
health monitoring sensors [35]. These applications use visualization as the main tool to 
inform the user of their specific condition based on the readings of sensors that monitor 
heart rate, oxygenation levels, pulse, ways to monitor caloric intake, and caloric output to 
mention a few. Moreover, by doing so, it can paint a picture of your health based on personal 
readings and how they can be improved [36]. The digital patient is taking visualization to 
the next level. It can add simulations of each patient’s physiological processes derived from 
their own medical data, and use those to customize the visualization to help you understand 
the specifics of how your body works and how you can help maintain and optimize it [37].
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INTRODUCTION

The Visible Human Project (VHP) has now celebrated the twentieth anniversary of the 
completion of the male (1993) and female (1994) image collection. The data has generally 
been utilized for its anticipated purposes and is still a primary resource for research in the 
areas of human modeling and simulation of structures in the larger‐than‐millimeter‐resolution 
range. The value and need for the Visible Human were predicted by the National Library 
of Medicine’s (NLM) 1986 Long‐Range Plan to include (i) education, (ii) training, 
(iii) modeling, (iv) simulation, (v) in situ morphometrics, (vi) information interface, 
(vii) reference standard, and (viii) entertainment. This chapter will concentrate on utilization 
of the Visible Human in the areas of education, modeling, simulation, and information 
interface. The Visible Human as a resource for in situ morphometrics is somewhat of a 
given by the quantitative nature of the data. As a reference standard, it has not explicitly 
been designated as such—but numerous laboratories have utilized portions of the data in 
developing precise and traceable models of the heart [1], liver [2], pancreas [3], and 
kidneys [4]. Image processing algorithms have been developed and tested on the cross 
sections [5, 6]—again, not as a reference standard but as an easily accessible collection of 
complex three‐dimensional (3D) imagery. The final category of utilization by the entertain-
ment industry has certainly exceeded expectations with museum exhibits [7–11], movies 
[12, 13], television [14, 15], literature [16–19], and art [20, 21] all playing their anticipated 
roles of interest in the beauty and function of the human body.

The term “Visible Human” used in the remainder of this chapter is not limited to the 
single male and female specimens of the NLM’s VHP. It is instead intended to encompass 
any and all visualization of the entire human body produced via the same or similar 
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methods. That method being, the complete sampling (of visible light emission or reflection) 
of an entire 3D object, one cross section at a time. Imaging of the VH was completed with 
330 mm pixels and 1 mm image spacing [22]. The female specimen was imaged with 
333 mm voxels. Using the same process we used in the production of the original VH but 
with substantially more accurate slice spacing, the University of Colorado Center for 
Human Simulation (CHS) is now routinely producing 3D image data with 50 µ voxels. The 
resolution improvement, in 2D space, of the acquisition is demonstrated in Figure 5.1. The 
same process has been utilized in producing a VH Korean and multiple VH Chinese 
volumetric image datasets [23]. Image resolution in these specimens range from 1 to 0.1 mm.

A 50μ imaging recently completed at CHS has only utilized regional specimens. 
Extending this process to the entire body is now possible and upon completion will produce 
a dataset of more than 35,000 images of 80 MPixels each. A full dataset of nearly 3 TPixels 
and over 18 TBytes (each color image is captured utilizing 48 bit pixels) will comprise 
the whole body archive. We have occasionally followed white light imaging with UV 
illumination, thus doubling the size of the image archive. The time required for sectioning 

FIGURE  5.1 Visible Human Male images through the right femoral head are on the right. 
Corresponding images of a specimen sectioned and imaged at 50 µ resolution is on the left. The lower 
images are magnified views from the region of the foveal ligament and accentuate the nearly two 
orders of magnitude difference in image resolution. (The VH Male images were acquired with 330 µ 
pixels while their plane spacing was 1 mm.)
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and imaging the Visible Human Female was 1 year (for over 5,000 slices) of 4–6 h days. 
Currently, we section 24/7 and the cycle time is just under 1 min. Therefore, the anticipated 
time for the complete sectioning and imaging of an entire body at 50 µ voxel resolution is 
about 35,000 min or 25 days. This highly automated process for image data acquisition 
makes the vision of a reference library of VHs a reasonable expectation.

EDUCATION

Two decades of open access to the image data has produced hundreds of education appli-
cations including web‐based data browsers, [24–27] whole body labeled atlases [28–30], 
specialty atlases for regions and systems [31–33], physical anatomic models, physiologic 
and fluid dynamic models, and a journal (VHJOE) [34]. Three Visible Human Conferences 
(1996, 1998, and 2000) held at the Natcher Conference Center, National Institutes of 
Health, Bethesda, MD, and a fourth Visible Human Conference held in Keystone, CO in 
2002 included a combined total of over 150 scientific papers utilizing VH data in research 
and education, anatomy, anatomical informatics, modeling, and computer science.

The VH has and will continue to play a major role in assisting healthcare professionals 
develop and maintain a 3D understanding of the human body in general, and more 
specifically in their patients. The need for this cross‐sectional or 2D understanding of 3D, 
internal anatomy is exploding as the power of ultrasound imaging is added to the diagnostic 
tools of primary healthcare providers. VH data provides a unique resource in whole body 
visualization and a synthesis of cross‐sectional and 3D structure. The correlation of 3D 
objects intersecting 2D cutting planes from the same photorealistic image data reveals the 
spatial relationships of neighboring structures of interest. The power of the 3D presentation 
is extended when the user is allowed to control movement of the cutting plane through the 
data. Figure 5.2 illustrates the effect of revealing the intersection of the 2D and 3D data.

FIGURE  5.2 This sequence from left to right demonstrates the alimentary system three‐
dimensionally extending both anteriorly and posteriorly from a coronal plane through the esophagus. 
The left and right images are rotated 40° off an orthogonal view of the coronal plane. The center 
images are rotated 80° off an orthogonal view of the coronal plane. Image courtesy of Touch of 
Life Technologies, Inc., from the VH Dissector. Reproduced with permission of Touch of Life 
Technologies, Inc.
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Oblique cutting planes intersecting 3D structures provide a unique atlas with information 
like that of an unconstrained ultrasound transducer. Real‐time ultrasound is currently the 
driving clinical force for teaching and learning with real time oblique slicing, but many 
other clinical imaging scenarios—such as patient reorientation and planes through the 
principal axes of anatomical structures such as the heart or regions of interest such as the 
pelvis or skull base—benefit from the ability to slice data at any user‐defined angle. This 
feature is demonstrated in Figure 5.3 on a system containing the entire VH Male dataset in 
fast‐access memory. With the advent of ultra high–definition displays, increasing speed 
and capacity of random access memory and algorithms to compute only displayable data, 
the opportunity to provide this feature with new datasets an order of magnitude or two 
larger than the original VHP is possible.

An innovative educational application of the VH image data is shown in Figure 5.4 
where the whole body segmented data is projected on the surface of a student’s side or 
back in order to approximate the location of internal organs [35]. The surface projection 
of these anatomical structures has also been marked on the skin or shirt of a student 
for visualization throughout the laboratory period. A similar technique has also been 
used at the WELLS Simulation Center in Aurora, CO to approximate the location of 
internal organs of mannequins used in simulation scenarios. A further extension of 
this  concept is through augmented reality where the learner wears a head‐mounted 
display to visualize the internal 3D anatomy (in 3D stereo) deep to the plastic skin of 
the  mannequin [36].

FIGURE 5.3 This screen capture from a VH Dissector Sectra Visualization Table illustrates real‐
time oblique slicing through the full resolution Visible Human Database. The multitouch interface 
provides collaborative interaction as students explore and reveal 3D anatomy and its extension from 
the 2D transverse plane (horizontal plane outline through the distal femurs), 2D coronal plane (vertical 
plane outline posterior to the femoral shafts), and 2D oblique plane (plane outline through the left hip 
and just superior to the right knee). Reproduced with permission of Touch of Life Technologies, Inc.
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MODELING

Segmentation of VH image data has given rise to new methods and techniques for 
 distinguishing color photographic image data [37, 38]. A novel approach was offered by 
Senger who employed haptic feedback related to color values to guide the segmentation of 
structures  [39]. Rapid prototyping or 3D printing of segmented VH data has opened a 
whole new outlet for communicating the structure and function of complex anatomical 
detail. Models printed from the VH offer extensibility to the whole body [40, 41].

The future for VHP data in research and education is still bright as researchers develop 
deformable models to simulate the dynamic anatomy of the living human. Dynamic anatomy 
requires deformable models; and although significant work has been done on deformation 
of surface models extracted from the volumetric data, there is still much work to be done in 
order to apply second‐ and third‐order force transfer to adjacent tissues and to calculate and 
display the resultant tissue deformation [42–46]. The ultimate goal is to reflect surface 
changes as a result of tissue displacement or volume changes in surrounding tissue. Peristaltic 
motion, for example, must obey the laws of fluid dynamics, and the plasticity of the 
surrounding anatomical structures defines the boundary values for the mathematical 
behavior of the processes. Likewise, the more rapid voiding of the reservoirs for these 
processes must be defined. Higher frequency tissue deformation and volume change asso-
ciated with the organs and vessels of respiration and the cardiac cycle must be exhibited in 
surrounding tissue and surface models in order to accurately display chest motion and distal 
arterial pulses [47]. The biomechanics of joint motion must display surface model changes 
for the involved muscles and propagate those changes to the skin and intervening tissue 
models. On the low‐frequency end is modeling the volumetric changes and resultant models 
of processes of normal and pathologic growth and development. High‐frequency 
dynamic tissue modeling must accommodate the rapid motion of the larynx, auditory 
ossicles [48], and the extreme deformation caused by impulses from impact or shock waves.

The assignment of acoustical impedance and speed of sound to each segmented tissue 
makes the generation of simulated ultrasound feasible [49]. An immediate and important 

FIGURE 5.4 These images demonstrate an innovative interactive and engaging use of the Visible 
Human in the VH Dissector by Debra Patten at Durham University, Durham, UK. The projection 
adds photorealistic internal anatomy on the skin surface of the students. These projections might 
serve as a template for body painting or marking. Reproduced with permission of Touch of Life 
Technologies, Inc.
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application for the modification of deep voxels in response to changes in polygonal surface 
models is the tissue response required during ultrasound examination. Transducer force on 
a body surface must produce the anticipated venous compression. Figure 5.5 demonstrates 
this effect in a simulated ultrasound image from the VH when a virtual transducer is applied 
to the skin superficial to the vessel. Other modeling applications include the assignment of 
tissue properties such as electrical impedance and ionizing radiation absorption to segmented 
image data in order to model processes such as EKGs and radiation dose [50–52].

VIRTUAL REALITY TRAINERS AND SIMULATORS

Anatomically intensive skill trainers have utilized VH data in order to provide a more 
realistic and complete simulator such as that in Figure 5.6. The trainer shown in Figure 5.7 
was originally developed with a generic human form and a single line of text display, to 
teach triangulation skills for injecting neuromuscular targets for BOTOX™ therapy. The 
version of the trainer in Figure 5.7 displays the path of the needle in the transverse cross 
section as well as in the 3D rendering of the torso of the VH Male. The torso was built to 
the geometry of the VH. The syringe and, therefore, the needle location and orientation is 
followed with a Polhemus motion tracking system. The VH torso orientation is tracked 
with the same technology. The needle is shown in real time as it penetrates the skin and 
each deep structure (not just FDA‐approved muscles). At any time, the advancement of the 

FIGURE 5.5 The screen capture on the left is a simulation of ultrasound reflection with the trans-
ducer contacting the surface just enough to visualize the blood vessels. The two circular dark areas 
are arteries, while the elongated shape is a vein. The second image shows the same area with the 
transducer pressed with greater force. The arteries are slightly deformed, while the vein is substan-
tially collapsed.
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FIGURE 5.6 Flexion of the VH Male neck (left) and further neck flexion accompanied by more 
extensive spinal flexion (right) is required for optimal patient positioning for needle access to the 
spinal canal. Some modification to the soft tissues overlying the skeletal components has been 
applied. Reproduced with permission of Touch of Life Technologies, Inc.

FIGURE 5.7 The rubber bust and skeletal system are built to the geometry of the VH Male. The 
vertical position of the tip of the “real” needle attached to a “real” syringe (just toward the left of the 
keyboard) determines which transverse cross section is displayed on the monitor. The syringe and 
needle are also displayed (updated in real time) on the right‐hand side of the monitor. Rotation of the 
bust rotates the 3D rendering on the monitor. As the user penetrates deep to the skin with the tip of 
the needle (the entire length of the needle if the syringe and needle are held in a horizontal plane at 
the correct location of the needle is displayed in the cross section. The needle position can be frozen 
at any time and the 3D rendering dissected to reveal the entire needle in the 3D VH rendering. An 
optional display utilizes the orientation of the syringe and needle to control the display of an oblique 
cross section in place of the transverse cross section. The full length of the needle is always in the 
oblique cross section.
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needle can be suspended and the 3D visualization of the graphical VH can be dissected one 
structure at a time—to reveal the precise location of the tip of the needle in the 3D anatomy.

The “all virtual patient” analog of the aforementioned trainer has also been developed to 
add more realistic haptic feedback than just the penetration of a rubber skin. The OPUS 
Mini simulator in Figure 5.8 also demonstrates the path of the needle in real time, but the 
user feels penetration of the needle through each tissue interface (if appropriate). This 
trainer includes ultrasound guidance for the needle targeting where the ultrasound image is 
simulated from the photographic cross‐sectional image data of the VH. This approach 
provides a fully labeled cross‐sectional atlas for the ultrasound guidance training. The 
simulator provides a graphical indication of needle deviation with the application of any 
nonaxial force. The haptic devices have a small volume of effective overlap, but the VH can 
be positioned to present the desired anatomy in that volume.

CONCLUSION

The VH has contributed significantly to the education and training of healthcare profes-
sionals and the general public. The image data has been used extensively in atlases of both 
cross‐sectional and 3D images. The segmented image data has been the foundation for 
models used for 3D printing and virtual and augmented reality surgical simulators and 
trainers. There is a great need for higher resolution data to visualize and model greater 
detail of the nervous and distal vascular system as well as fascial planes, tissue folds, and 
tissue directions. Dynamic tissue modeling still has a long way to go—to bring the VH 
“back to life.”

The real power and advantage of virtual reality is yet to be realized—the power to 
present a patient mix far more encompassing than is available in the normal clinical 

FIGURE 5.8 This virtual reality, partial task trainer is similar to the augmented reality version in 
Figure 5.7. This trainer includes all the features of the augmented reality version with the addition 
of ultrasound image guidance training. Haptic response for needle penetration is provided by 3D 
Systems Omnis. Reproduced with permission of Touch of Life Technologies, Inc.
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environment. Presenting anatomical development and variation, the time evolution of 
pathology, and a diversity of patient gender, age, race, and habitus all in an interactive but 
risk‐free environment will provide experience efficiency that is clearly superior to that of 
the apprenticeship model we currently depend on. Extension of the benefits of such a 
training world to include performance evaluation will increase patient confidence and 
safety in the healthcare future of our nation and the world.
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Have you ever considered how information-rich your stool is?
—Larry Smarr

INTRODUCTION

Understanding in detail and with certainty what is going on within one’s own body has 
been an elusive quest. Partial glimpses and general understanding are the best we have been 
able to do with the data we have at our disposal and with the limitations of population‐
normed theories of what the data mean for diagnosis and treatment of individuals. In the 
not‐too‐distant future, however, that will change as the Digital Patient platform is devel-
oped. The capacity to measure one’s personal physiological and social metrics, compare 
those metrics with the metrics of millions of other humans, personalize needed therapeutic 
interventions, and measure the resulting changes will realize the vision of personalized 
medicine. Incorporating all of this rich data in simulations will have significant impacts on 
medical research, education, and healthcare systems around the world, as more interven-
tions are simulated and assessed in silico prior to their use in therapy.

Major technological advancements in recent years have paved the way for more 
systematic approaches to modeling, simulation, and visualization of biological and social 
processes. Modeling now encompasses high degrees of complexity and holistic methods of 
data representation. Various levels of simulation capability allow for improved outputs and 
analysis of discrete and continuous events. Simulation complements both natural language 
and mathematical and statistical analysis by introducing new ways of thinking. Simulation 
also provides tools to build understanding and generate insight into complex biological 
systems and processes [1].
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There are three distinct modes of modeling and simulation fundamental to the medical and 
health sciences. These modes include live, constructive, and virtual. The live mode utilizes 
real people employing real equipment for training purposes. The constructive mode is a 
means of engaging medical modeling and simulation by developing simulated people and 
simulated equipment to enhance real‐world conditions for training and experimentation 
purposes. Lastly, the virtual mode comprises real people employing simulated equipment 
to improve physical skills and decision‐making ability [2].

Modeling, simulation, and visualization are widely used in the medical and health 
 sciences, including research, assessment, education, training, and policy‐making. One of 
the fundamental enablers of new medical and health science simulations will be the Digital 
Patient platform that is described throughout this book. This chapter explores Larry Smarr’s 
research and his study of the quantified self, as an exemplar of the quantified self‐movement 
and as an important prequel to completion of the Digital Patient.

The term “quantified self” appears to have been proposed in San Francisco, CA, by 
Wired Magazine editors Gary Wolf and Kevin Kelly in 2007 as “a collaboration of users 
and tool makers who share an interest in self‐knowledge through self‐tracking” [3]. In 
2010, Wolf spoke about the quantified self‐movement at TED; and, in May 2011, the first 
international conference was held in Mountain View, California. There are now regular 
conferences in America and Europe, and the global quantified self‐community has over one 
hundred groups in 34 countries around the world. The largest groups, in San Francisco, 
New York, London, and Boston, have over 1000 members each [3].

During the past 15 years, Larry Smarr has become a pioneer in the fields of quantified 
self‐research and its medical application, just as he was previously recognized as a thought 
leader in information infrastructure and supercomputing. Although he is not the only leader 
in this endeavor (Thomas Goetz and Stephen Wolfram also come to mind), he has created 
the most robust individual database. Ultimately, the quantified self is an effort to combine 
human curiosity about our bodies and health with new and innovative research efforts span-
ning the biomedical and social sciences. This chapter reviews Smarr’s discoveries 
concerning his personal physiology, as well as his research attempting to break down the 
human microbiome into useful data [4]. Additionally, the chapter describes the vision of 
the emerging quantified self‐movement and reviews critiques of Smarr’s research. Finally, 
the implications of the quantified self‐movement for the Digital Patient are discussed.

SMARR’S QUANTIFIED SELF

Quantified self‐analysis is an innovative approach to understanding and managing personal 
health that is becoming available to anyone who wants to participate (with the caveats of 
having access to the necessary data and analytical tools and the requisite personal persis-
tence). It represents a unique combination of patient autonomy, personal responsibility, and 
interaction with healthcare providers through the systematic, purposeful gathering, and 
analysis of personal physiologic and social data. Larry Smarr has undertaken what is now 
a 15‐year investigation to progressively quantify his body. Smarr’s journey began with 
simple quantifications, such as daily weigh‐ins. Analysis of one metric, however, led to 
others, causing him to delve deeper into a broad array of biochemical variables. Through his 
journey of self‐quantification, he discovered four primary factors that are easily quantified 
and can be analyzed to provide the understanding that can lead to a healthier self. These 
factors include diet, exercise, sleep, and blood chemistry [2].
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At the beginning of Smarr’s self‐quantification journey, he began researching nutrition, 
tracking his weight daily, and reading a wide variety of books about weight loss. He gradually 
discovered that people should alter food intake to accommodate their individual biochemical 
systems, not merely alter their food intake to achieve weight‐loss goals. Understanding and 
modifying the food intake to accommodate the biochemical systems of the body are critical 
because it is the subcomponents of food, such as proteins, fats, and carbohydrates, which 
influence the human digestive and hormonal systems.

Smarr changed his nutrition to what he refers to as the ‘Zone’ approach. The Zone 
approach involves caloric restriction, with the goal of lowering cellular inflammation by 
adhering to a diet consisting of 40% low glycemic carbohydrates, 30% lean proteins, and 
30% omega‐3‐enriched fats [2]. Cellular inflammation results when individuals have 
too strong of an inflammatory response when fighting off microbial invasions. With too 
much of an inflammatory response, the body disrupts cellular communication systems, 
which is the impetus for gaining weight, developing chronic disease, and accelerating the 
aging process [5].

In an effort to monitor his adherence to the Zone approach to nutrition, Smarr quantified 
his food intake. For a number of days throughout the year, he measured each ingredient 
in the food he ate, converting each measurement into calories and grams of protein, fat, 
carbohydrate, sodium, sugar, and fiber. He averaged the number of days measurements 
were taken and developed a typical daily intake food profile. Through this profile, he was 
able to determine which food components he needed to modify in order to match his ideal 
Zone profile [2].

Smarr’s self‐quantification journey also identified exercise as a critical component of 
monitoring and improving overall health. He began with simple changes, such as opting for 
stairs instead of elevators, turning meetings into “walk and talks,” and increasing his involve-
ment with household chores and gardening. These simple changes were also paired with 
routine elliptical workouts, which he measured using devices that track both activity and 
caloric expenditure. He used pedometers and the BodyMedia® arm band, which measures 
various components such as skin temperature, heat fluctuation, galvanic skin response, and 
acceleration. The BodyMedia armband then uses algorithms to convert the data collected 
into the number of calories burned per minute. BodyMedia software uploads the data and 
displays graphs illustrating the physical progression of the day [2].

Smarr then turned to sleep, another critical component of health. Many people do not 
know how critical good sleep is to health, nor do they know how to determine if they are 
getting enough deep sleep. The Zeo Personal Sleep Manager (Zeo) is a device that enables 
individuals to quantify sleep using a headband wirelessly connected to an alarm clock, 
sampling sleep statistics every 30 s. The periodic sampling measures if the individual is 
awake, in light sleep, in deep sleep, or in dream rapid eye movement (REM) sleep, as well 
as the length of sleep. Using this sampling of sleep data, the Zeo ultimately calculates an 
individual’s “ZQ,” which is an overall score of the quantity and quality of the individual’s 
sleep each night [2].

The fourth critical health component that Smarr identified through his self‐quantification 
journey was blood chemistry, which can be broken down into three primary blood chemical 
values: omega‐3 and omega‐6 fatty acids, cholesterol, and C‐reactive protein (CRP). He 
describes blood as “the window into the well‐being of many organs,” highlighting its often 
unacknowledged importance to improving overall health. Smarr had blood tests performed 
four to eight times per year and kept a spreadsheet of all values across the approximate 
60 markers he tracked, allowing trending to be visualized over time. Smarr noted during his 
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10‐year study that he believes tracking his blood samples allowed him to improve his health 
beyond the results of simply exercising and changing his diet [2].

Omega‐3 and omega‐6 fatty acids influence the body’s inflammation through eicosanoid 
signaling hormones. Omega‐6‐enriched foods are generally proinflammatory, and omega‐3 
foods are generally anti‐inflammatory. Smarr used an online service offered by Your Future 
Health to obtain an omega blood test to measure the inflammation level in his body driven 
by the ratio of omega‐3 to omega‐6 fatty acids. He also focused on the ratio of arachidonic 
acid (AA) to eicosapentaenoic acid (EPA), which directly compares the blood levels of 
omega‐6 to omega‐3.

The human body cannot produce fatty acids; therefore, the balance of these fats in diet 
drastically affects the body’s eicosanoid‐controlled functions. This is critical because 
eicosanoid‐controlled functions have effects on cardiovascular disease, blood pressure, and 
arthritis. Additionally, because overconsumption of omega‐6 foods increases inflammation, 
this also increases the risk of obesity and heart disease [2].

Smarr also focused on measuring cholesterol levels, particularly given the association 
between cholesterol and coronary disease. His cardiologist prescribed him Crestor®, and 
he began keeping quantitative track of his blood samples to monitor levels of low‐density 
lipoprotein (LDL) and high‐density lipoprotein (HDL). He noticed a dramatic decrease in 
his LDL through quantitatively tracking his blood samples [2].

CRPs are the third key blood marker Smarr tracked, using a high‐sensitivity test. CRP 
is the generic blood marker used to measure inflammation. CRP should be less than 1 mg/L; 
however, his CRP never dropped below 5 in 3 years, indicating his body was chronically 
inflamed. After tracking his CRP for 2 years, he noticed it more than doubled in less than 
1 year. Chronic inflammation is a cofactor with LDL in forming arterial plaque, meaning 
even if an individual has low LDL, if the CRP is high, the individual can still have 
unhealthy levels of plaque formation. Because of this, Smarr quantified the growth rate of 
plaque thickness in his arteries using an ultrasound analysis of the carotid artery. Due to 
the large size of the carotid artery, the ultrasound is able to image cross sections of the 
artery and rate of blood flow, which also directly measures the thickness of plaque on both 
sides of the artery [2].

Through Smarr’s extensive efforts to quantify his health, he discovered he had 
inflammatory bowel disease (IBD) that had been undiagnosed by his doctors. Because his 
CRP marker indicated he was chronically inflamed and was experiencing increased plaque 
thickness, he deduced there was something else driving the inflammatory reaction. Smarr 
began taking stool samples along with his blood samples and noticed a new set of markers 
that measured inflammation and immunologic status, particularly lactoferrin. Smarr notes 
that had he not graphed the digital markers over time, he would never have discovered the 
IBD because there were no visible symptoms other than rectal bleeding. The combination 
of lactoferrin markers, a colonoscopy, and biopsies led his doctor to conclude he had late‐
onset Crohn’s disease (CD) [2].

Due to Smarr’s discovery, he took his self‐quantification journey further by quantifying 
and analyzing his DNA. He utilized 23andMe, Inc., and Navigenics, Inc., genomic services 
that expose an individual’s single nucleotide polymorphism (SNP) sites along the DNA, 
where single base pair changes occur in approximately 1% of the general population. 
Individuals can request to search the databases of these services for a specific condition, 
therefore he searched for CD. He discovered he had a genetic predisposition to colonic 
inflammation. Anti‐ and proinflammatory agents usually form an equilibrium; however, if 
an individual has a proinflammatory SNP, this can overexpress inflammation. He underwent 
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a number of blood tests to determine if food allergies or a colonic microbial imbalance 
caused the colonic inflammation. The results, which all came back negative, prompted him 
to quantify his colon’s microbial ecology. By tracking human microbiota through periodic 
stool samples, he was able to reveal the levels of a number of microbial families in his gut. 
Smarr then began taking probiotics and prebiotics; however, it is unclear if he will be able 
to return to his original microbial ecological balance prior to taking antibiotics. It is also 
unclear if the microbial disruption was actually caused by the antibiotics or by the onset of 
CD inflammation [2].

Fortunately, the continuous decrease in the cost of genome sequencing has revolutionized 
and transformed the overall scientific understanding of the human microbiome. Quantifying 
human physiology is a significant and critical component contributing to a substantial 
move toward predictive, preventive, participatory, and personalized medicine in today’s 
healthcare system. Analysis alone is not enough, however. Building upon this analytic 
vision of future medicine, Smarr and Harry Gruber recently presented their research on 
Quantifying Your Superorganism Body Using Big Data Supercomputing. They explain 
how data from DNA bases are fed into supercomputers, resulting in scalable visualization 
systems. These systems allow for the examination of patterns, which can then be used to 
guide and influence clinical analysis [6].

The microbial component of the superorganism Smarr identifies comprises a vast 
number of species spanning many taxonomic phyla. Microbial ecology and the human 
immune system are significantly interconnected; therefore, with respect to autoimmune 
diseases, both the immune system and the microbial ecology are likely to be influential 
factors in their development.

Smarr’s research to quantify the superorganism body utilized trillions of DNA bases of 
human gut microbial DNA taken from his body, as well as that of hundreds of people 
sequenced under the National Institutes of Health (NIH) Human Microbiome Project. He 
used parallel supercomputers to input the data and run bioinformatics software, subsequently 
managing the data and creating scalable visualization systems. He then used the visualization 
systems to identify the changes and intricacies of human gut microbial ecology in health and 
disease [7]. His research also demonstrates how advanced data analytics can be utilized to 
identify patterns in microbial distribution data that result in ideas for new clinical applica-
tions. As he once noted, “This is the gift of the computer age: things once considered too 
big to count can now be counted” [8].

EXTENDING SMARR’S RESEARCH

Quantified self‐research advocates view it as the first step in a process that will eventually 
lead to the development of “a distributed planetary computer of enormous power” that will 
allow scientists to create a computational model of individualized bodies [8]. The model 
will not be a generalized model of the human body, but one that is specific to a unique 
individual, taking into consideration that particular individual’s physiology and genetic 
makeup. The model generation will likely come from data collected by nanosensors and 
transmitted through smartphone technology. People will ultimately be able to have person-
alized genetic codes and medical imaging stored in a cloud database, along with charts of 
vital signs and detailed nutritional analysis of everything they consume [9]. They can then 
compare this data with data on millions of other similarly monitored bodies across the 
world, resulting in a colossal database (now widely referred to as Big Data) mined by 
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 software that can utilize the data to provide specific, personalized guidance regarding diet, 
vitamins, supplements, sleep, exercise, medication, treatments, social interactions, and 
overall health [8]. That, simply stated, is the overarching goal of the Digital Patient.

Big Data refers to the collection of massive amounts of unstructured and semistructured 
data [10]. Big Data can be utilized to aggregate the behavior of individuals for a variety of 
research purposes, including being utilized as a public health surveillance tool [10]. There 
are an abundance of innovative opportunities for Big Data scientists to develop new 
models to support quantified self‐data collection, integration, and analysis. There is also 
the significant opportunity (or challenge, depending on one’s point of view) to define 
open‐access database resources and privacy standards regarding exactly how personal 
data is used. A few of these potential quantified self‐applications include demonstrating 
the importance of quantified self‐data as it pertains to behavior change, establishing bio-
medical baseline metrics, applying pattern recognition techniques, as well as aggregating 
multiple self‐tracking data streams from wearable electronics, biosensors, mobile phones, 
genomic databases, and cloud‐based services. A long‐term vision of quantified self‐activity 
is the development of a monitoring system that measures an individual’s personal 
information and provides performance optimization suggestions in real time [11].

The research outcomes summarized in Smarr’s “Quantifying Your Superorganism Body 
Using Big Data Supercomputing” also have a number of implications for future research. 
Despite extensive research, the etiology of CD is unknown, with the potential for its path-
ogenesis to involve the interplay of host genetics, immune dysfunction, and microbial and 
environmental influences. Because of the variety of unknown causes, Smarr quantified all 
three factors. Through this research effort, he was able to effectively demonstrate how 
advanced data analytics tools are capable of finding patterns in microbial distribution data, 
which can be used to suggest additional hypotheses for clinical research. The findings from 
that expanded research will serve as a key factor in the progress toward predictive, person-
alized, preventive, and participatory medicine [7]. The cost of sequencing a human genome 
has also fallen drastically in the past 10 years, enabling sequencing of both human and 
microbial genomes. Ultimately, 99% of DNA genes are in microbe cells; therefore, the 
inclusion of the microbiome will undoubtedly change the understanding of effective 
healthcare.

Ultimately, the combination of trending time series analysis of individual biochemical 
markers paired with population‐wide comparisons to people with a variety of different 
health outcomes will revolutionize biomedical research and healthcare practice. Individuals 
are becoming increasingly more active in monitoring their own bodies and health, as well 
as recognizing changes and deviations in trends and are acting more assertively in what 
they perceive as being in the best interests of their health.

The quantified self‐movement will also have a considerable impact on personalized preven-
tive medicine as it relates to addressing public health concerns. The goals of healthcare are 
increasingly moving toward the idea of personalized disease prevention and health mainte-
nance. Preventive medicine addresses the metrics of the 80% of the life cycle before symptoms 
become clinically observed. Personalized preventive medicine has great potential in solving 
ongoing public health challenges, such as increasing healthcare costs, declining outcomes, and 
emergent problems, such as the diabetes and obesity epidemics [10].

It is important to note that a shift toward preventive healthcare is not simply that of a 
patient’s treatment becoming more personalized, but rather that the individual receiving the 
treatment becomes the center of empowerment and, therefore, much more influential in the 
action‐taking aspect of his or her healthcare [10].
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Moving forward, there is an increasing potential for applying more data to personalized 
healthcare with additional research regarding the microbiome [4]. Eventually, we will have 
“personalized doctors with us at all times, instead of two 15‐minute visits a year” [4]. 
Utilizing software and sensors, individuals will have the capability to measure their unique 
biological variables, contributing to ongoing maintenance and monitoring of overall health, 
as opposed to simply reacting to acute symptoms as they arise. That is, at least, one of the 
emerging goals of the emerging quantified self‐movement.

Consumer genomics is another result of the quantified self‐movement. Current US 
Food and Drug Administration (FDA) concerns about entities such as 23andMe, Inc. 
aside, the likelihood is that, in the near‐term, accurate, inexpensive genomic data will 
become widely available. Direct access to consumer genomic data will be one of the first 
times individuals have had readily available access to significant amounts of personal 
health‐related data without the mediation of medical professionals. As the quantification 
movement continues to gain momentum, the healthcare model will transform from an 
emphasis on the treatment of chronic illness to an emphasis on the maintenance of health 
and wellness [2].

THE QUANTIFIED SELF‐VISION, SIMPLIFIED

Tim Chang articulates the simple vision of the quantified self‐movement in his article, 
“The ‘So What’ of the Quantified Self”:

Using sensors in our smartphones and other wearable devices, we can chart how many 
calories we burn, our body fat percentage, how many steps we take in a day, how long we 
sleep, even how many hours a week we spend commuting or sitting at a desk. Soon we’ll 
be able to access the same kind of statistics on our digital selves: Social reach and influence; 
tastes and preferences; achievements; credibility and reputation; habits; expertise. All that 
information at your fingertips at all times theoretically allows you to carefully chart a path 
for improvement, and share your winning strategy and stats with others. On a grand scale, 
that makes for an interconnected world of healthier, happier people making much more 
informed decisions [12].

A perusal of the web (definitely not an exhaustive search) identifies more than one 
hundred types of personal data trackers capable of gathering continuous data on activity, 
diet, weight, heart and respiration rates, sleep patterns, and blood chemistry. So, simply 
stated, the vision, as exemplified here by Smarr, is constant monitoring through improved 
technology, sophisticated analysis, persistence and discipline over time, and improved 
health through prevention and early personalized treatment.

CRITICISM

There are a number of criticisms surrounding Smarr’s research and the self‐quantification 
movement that need to be considered. The main arguments questioning the value of quan-
tified self‐monitoring relate to how much information is really necessary for one to under-
stand their personal health status and trends and whether the quantified self‐movement and 
its various applications are scientifically sound.

Critics argue that people do not need to know every detail of their health and genomic 
makeup and that such an obsession with one’s health can prove to be unhealthy. Individuals 
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who consistently monitor themselves closely are almost guaranteed to find something wrong, 
yet, in many cases, abnormality is actually normal. An obsession with self‐quantification and 
self‐monitoring has the potential for individuals to become hypochondriacs or, more likely, 
hyper anxious [8].

Dr. H. Gilbert Welch, a professor of medicine at the Dartmouth Institute for Health 
Policy and Clinical Practice, compares the self‐quantification movement with the popular 
trend a few years ago of individuals getting full‐body CT scans. Approximately, 80% of indi-
viduals who underwent a full‐body CT scan found something abnormal about themselves 
that had not (and may not ever) become symptomatic. Welch believes constant monitoring 
inevitably leads to everyone being determined to be sick and in need of medical attention. 
This overuse of healthcare presents further health risks because interventions often involve 
powerful medical and/or surgical technologies, both of which carry additional risks of their 
own. Welch explains that doing no harm to the body often requires doing nothing. He notes 
that the human body has significant capacity to heal itself. Ultimately, tracking and ana-
lyzing an overabundance of data “is guaranteed to unleash a lot of intervention on people 
who are basically healthy” [8].

While the idea of a quantified self has significant potential for individuals with chronic 
diseases, such as Smarr, the average person may not receive enough benefit to justify the 
cost of time, money, and psychic peace. Self‐quantification through trackers and health‐
monitoring applications, such as Fitbit, GPS‐enabled running watches, and calorie counting 
phone applications can, of course, guide people in the right direction in terms of their 
health and fitness. However, much as with diet fads or exercise programs, people also have 
a tendency to abandon their monitoring programs. For example, according to a report 
from market research firm Endeavor Partners, approximately one‐third of the owners of 
wearable devices stop using them within 6 months [13].

James Beckerman, a cardiologist from the Providence Heart and Vascular Institute, also 
poses the problem that those who are in the worst health are also the individuals who are 
often unsuccessful and feel depressed when attempting to adhere to certain diet and exercise 
fads or programs. Beckerman argues that those individuals who are successful and who 
substantiate their effectiveness are often already in good shape. He further explains that the 
majority of individuals embracing tracking and self‐quantification are those who are 
already making healthy choices about diet, exercise, and sleep and are only interested in 
self‐quantification to reinforce their existing healthy behaviors [13]. This brings into 
question the applicability of the quantified self as the future of healthcare for the general 
population, as opposed to those who are already in good shape and good health. Lastly, the 
scientific soundness of the quantified self‐movement has been criticized. In the scientific 
community, there are ongoing concerns regarding the “utility and interpretive validity” 
[10] of personal genomic information and physiologic data.

The actual quantification aspect of the quantified self is a considerable obstacle. Having 
access to an almost unlimited amount of data, ranging from sleep to eating habits, has great 
potential; however, the likelihood of every individual understanding the data and its utility 
is questionable. Thomas Goetz notes in his article “The Diabetic’s Paradox” that:

It’s easy to let the futuristic allure of technology obscure the fact that people with 
diabetes have been tracking their own health for 30 years now. They are the real early 
adopters here, and their jaded experience challenges those—like myself—who would 
argue that self‐tracking tools are the salve for so many conditions. In short, the paradox 
is this: If self‐tracking is so great, why do diabetics hate it so much? The fact that 
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diabetics have been doing this for years, and that they largely loathe the experience, 
not only serves as a caution to the vogue of self‐tracking. It also offers an opportu-
nity, serving as an object lesson in what works, and what doesn’t work, when people 
track their health.

In the case of diabetes, the distaste falls into three categories: Self‐monitoring for 
diabetes is an unremitting and unforgiving labor; the tools themselves are awkward 
and sterile; and the combination of these creates a constant sense of anxiety and 
failure [14].

The average person is unlikely to spend much time analyzing data and creating data visu-
alizations and calculations using information gained from phone applications or wearable 
devices. An additional problem is the inconsistency of metrics across different device mea-
surements. For example, different trackers and phone applications may measure “one step” 
or the number of calories actually burned during any given type of activity differently. The 
useful quantification of such data will continue to be a challenge until common metrics are 
adopted across devices [13].

CONCLUSION

President Barack Obama stated in the 2015 State of the Union speech that his administration 
wants to increase the use of personalized genetic information to help treat diseases, such 
as cancer and diabetes. He urged Congress to boost research funding to support new 
investments in precision medicine. Obama wants “the country that eliminated polio and 
mapped the human genome to lead a new era of medicine—one that delivers the right 
treatment at the right time” [15, 16].

He will seek hundreds of millions of dollars for a new initiative to develop medical treat-
ments tailored to genetic and other characteristics of individual patients. “Most medical 
treatments have been designed for the average patient,” said Jo Handelsman, associate 
director of the White House Office of Science and Technology Policy. “In too many cases, 
this one‐size‐fits‐all approach is not effective” [16]. Dr. Ralph Snyderman, a former 
chancellor for health affairs at Duke University, often described as the father of personalized 
medicine, said he was excited by the president’s initiative. “Personalized medicine has the 
potential to transform our healthcare system, which consumes almost $3 trillion a year, 80% 
of it for preventable diseases,” Dr. Snyderman said. Although the new tests and treatments 
are often expensive, he added, personalized medicine can save money while producing 
better results. “It focuses therapy on individuals in whom it will work,” he said. “You can 
avoid wasting money on people who won’t respond or will have an adverse reaction” [16].

The discussion in this chapter has ranged from the self‐analysis of a single scientist, 
Larry Smarr, through a review of an emerging movement to continuously monitor a wide 
variety of factors related to health status. At the center of the discussion has been the notion 
of the quantified self—the constant monitoring of physiological and social status, sophisti-
cated and comparative analysis, personalization of disease prevention, diagnosis, treatment, 
health maintenance, and real‐time implementation. Whether the quantified self‐movement 
involves a larger or smaller percentage of the world’s population is less important than the 
precedent it sets for using Big Data to improve the health of individuals through personal-
ized monitoring and intervention. The quantified self and the Digital Patient are not the 
same, but the former is an important prerequisite for the development of the latter.
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INTRODUCTION

Systems biology addresses interactions in biological systems at different scales of biological 
organization, from the molecular to the cellular, organ, organism, societal, and ecosystem 
levels. It is characterized by its integrative nature as compared to the reductionist nature of 
molecular biology. It is also characterized by quantitative descriptions of biological 
processes, using a variety of mathematical and computational techniques. Thus, systems 
biology combines the development and application of predictive mathematical and compu-
tational modeling with experimental studies. The modeling techniques that are employed 
incorporate multiple spatial and temporal scales that are consistent with the integrative 
perspective of systems biology. Just as physiology is a branch of biology, systems physi-
ology, systems medicine, and personalized medicine are subsets of systems biology. These 
levels of systems and their supporting informatics are shown in Figure 7.1. The Digital 
Patient will eventually integrate data and models across scales and time, and thereby enable 
the realization of truly personalized medicine.

Systems physiology focuses on the function of interacting parts of the system at the cell, 
tissue, organ, and organ system scales and is tightly coupled with structural anatomical 
information. Systems medicine is a subset of systems biology that addresses applications 
to clinical problems. Examples include the application of the systems biology framework to 
develop quantitative understandings of disease processes, to drug discovery and to the design of 
diagnostic tools. A subset of systems medicine that relies on individual patient data or the data 
from a specific group of similar patients is the emerging domain of personalized medicine.
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The interest in systems biology has been growing steadily during the past decade. As 
Noble noted “Systems biology … is about putting together rather than taking apart, 
integration rather than reduction. It requires that we develop ways of thinking about 
integration that are as rigorous as our reductionist programs, but different. … It means 
changing our philosophy, in the full sense of the term” [1].

Although the framework is being developed, many currently available systems biology 
studies are not multilevel: they do not integrate physiological responses from the molecular 
to the cellular, organ, and whole organism levels [2]. The development of an integrated 
model of human physiology is essential for the understanding of how molecular, cellular, 
organs, and system levels interact for a total physiological response. Then, of course, the 
higher levels of biological systems and social systems must ultimately be integrated into 
the analytic framework.

Biological and physiological systems are highly complex. This complexity results in 
large measure from the following factors:

Nonlinearities: Many responses have upper and lower boundaries with different levels 
of sensitivity in between.

Redundancy: Many physiological states are the result of multiple mechanisms pushing 
and pulling on the observable response. Redundancy makes it difficult to identify 
important causal mechanisms.

Disparate time constants: The importance of an observation often depends on the timing 
of the protocol. For instance, the control of arterial blood pressure is a mix of fast‐
acting neural mechanisms, slow‐acting hormonal mechanisms, and long‐term effects 
of body fluid volume and compositions.

Individual variation: Physiological responses are a qualitative and quantitative function 
of sex, age, body composition, and other individual characteristics.

Emergence: Many high‐level, integrative behaviors of the biological system cannot be 
described solely by aggregating the respective inputs from basic processes.

Informatics
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informatics

Social systems
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FIGURE 7.1 System of systems and levels of informatics.
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Biomedical researchers are increasingly using integrative physiological and biolo gical 
models to better understand fundamental relationships that have been hidden in the 
complexity [2].

Translational biomedical research has made the integrative analysis of human physi-
ology more relevant to clinical practice. The explosion of data over the past 20 years is 
providing novel opportunities to develop new clinical treatments. New technologies such 
as DNA sequencing, imaging, and proteomics provide massive amounts of new 
information about the human body. The ability to extract useful information from these 
data is beginning to lead to custom treatments for diseases, such as cancer, infectious 
diseases, and hematological and metabolic disorders. The existence of these newly avail-
able data sources has created a necessity for new methods of analysis. Genetic analysis 
suggests which genes may be important for clinical outcomes; however, the physiological 
relevance of changes in genetic makeup is not yet clear. This ambiguity necessitates a 
systematic approach to the integrative analysis [2].

This chapter expands on the concept of systems biology, explores its implications for 
individual patients through a description of the work of Dr. Leroy Hood and his colleagues 
at the Institute for Systems Biology and the broader social implications through a review of 
the efforts of Dr. Peter M. A. Sloot and his colleagues at the Health Systems Complexity 
Program in Singapore, and, finally, considers criticisms of the systems approach and the 
implications for the Digital Patient.

SYSTEMS BIOLOGY

The concept of systems biology centers on the “integration of biology and medicine with 
information technology and computation.” Biomedical systems are multiscale, multi-
science systems that link a wide range of temporal and spatial scales [3]. Systems biology 
focuses on properly assembling a variety of integral moving parts and requires the 
development of innovative methodologies of thinking about integration.

Systems biology has the potential to provide valuable insights into the physiological 
workings of the human body. The current goal of systems biology research is to utilize 
scientific advancements from the past two decades, such as genomics and proteomics, in an 
effort to develop targeted therapeutic strategies. The effective creation of these strategies, 
however, can only be realized with an in‐depth understanding of the multifaceted etiologies 
of complex diseases [2].

The highly complex nature of biomedical systems results from several distinct factors 
previously mentioned. These factors include nonlinearities, redundancy of physiological 
states as a result of “multiple mechanisms pushing and pulling on the observable response,” 
[2] disparate time constraints, individual variation, as well as the concept that many high‐
level and integrative behaviors of the biological system cannot be described solely through 
the sum of inputs from basic processes. Despite the extensive complexities of biomedical 
systems, researchers are using sophisticated biological and physiological models to better 
understand fundamental relationships within the biological system [4].

Some scientists predict that understanding the data resulting from the systems biology 
approach will ultimately lead to the widespread availability of personalized medicine. In 
order to accomplish this feat, scientists must analyze the data in a manner that recognizes the 
data as “a highly complex system comprising multiple inputs and feedback mechanisms.” 
Translational medicine, a growing domain within biomedical and population‐oriented health 
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research that aims to improve the health of individuals by converting research findings into 
diagnostic tools and procedures, requires complex functional and conceptual linkages. 
These linkages include the association of genetics to proteins, proteins to cells, cells to 
organs, organs to complete systems, as well as systems to the organism itself and to the sur-
rounding social environment [2].

The creation of a comprehensive mathematical model is essential to understand the 
integration of these systems and to successfully apply a systems biology approach. Such a 
mathematical model would accurately link the functioning of all organs and systems, 
providing a useful framework for the development and testing of new hypotheses likely to 
contribute to improved clinical outcomes [2].

There are currently several intensive efforts under way to develop a human model. 
A number of centers around the world are in the process of developing specific environ-
ments to facilitate the creation of integrative models of human physiology, or “physi-
omes.” The Physiome Project is an effort to develop databases and models with the 
intent to understand human physiological responses. The International Union of 
Physiological Sciences (IUPS) Physiome Project focuses on providing a “computa-
tional framework for understanding human and other eukaryotic physiology,” and com-
prises databases, markup languages, software for computational models of cell function, 
as well as software for interacting with organ models. Currently, the primary limitation 
with the Physiome Project is the lack of integration of the multiple narrow‐focus models 
that could, if successfully integrated, lead to a comprehensive and integrative model of 
human physiology. Future development and improvement of the human model requires 
collaboration among scientists worldwide with varying areas of expertise in human 
biology to develop an accurate and usable human model [2]. One important example of 
this collaboration is the international effort, based in Europe, to assemble the Virtual 
Physiological Human (VPH). Chapter 2 written by Dr. Vanessa Díaz‐Zucarrini and col-
leagues earlier in this book describes that effort and its interaction with many of the 
researchers also involved in the IUPS project. Additionally, Chapter  10 written by 
Hester and colleagues describes the HumMod, another decades‐long integrative, multi-
scale physiological modeling endeavor.

Many scientists are currently working on various systems biology–driven studies ranging 
from gene analysis to cellular metabolism and localized blood flow responses. Technological 
developments during the past few decades have also provided unique opportunities in the 
development of new clinical treatments. These technologies, such as DNA sequencing, 
imaging, and proteomics, provide a vast array of new and untapped information about the 
human body. As scientists are able to extract usable information from the massive amounts 
of raw data, the research will infiltrate clinical practice in the form of customized treatments 
for disease in specific individuals. One notable example of this research effort to improve 
health care at the individual patient level follows.

THE INSTITUTE FOR SYSTEMS BIOLOGY

In Seattle, Washington in 2000, Drs. Leroy Hood, Alan Aderem, and Ruedi Aebersold 
founded the Institute for Systems Biology (ISB) to address what they saw as the greatest 
challenge of twenty‐first‐century science: the need to understand biological complexity. 
The following narrative draws on the extensive information on the ISB website and related 
articles in Refs. [4–7] to provide an overview of their efforts.
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Even the simplest living cell is an incredibly complex molecular machine. It contains 
long strands of DNA and RNA that encode the information essential to the cell’s functioning 
and reproduction. Large and intricately folded protein molecules catalyze the biochemical 
reactions of life, including cellular organization and physiology. Smaller molecules shuttle 
information, energy, and raw materials within and between cells and are chemically trans-
formed during metabolism. Viewed as a whole, a cell is like an immense city filled with 
people and objects and buzzing with activity.

In the past, biologists sought to understand living things largely by examining their 
constituent parts. They studied individual genes, proteins, or signaling molecules to learn 
everything they could about the structure and function of a single and largely isolated 
biological entity. The scientific strategy pioneered at ISB adds a new dimension to this tra-
ditional approach. The researchers there seek to understand both each constituent of a 
biological network and how all of a network’s constituents function together. They use 
cutting‐edge technologies to gather as much information as they can about a biological 
system. They then use this information to build mathematical and graphical models that 
account for the behavior of the system. They test these models by gathering additional data, 
often by perturbing a system through genetic or environmental changes. In this way, they 
build an understanding of biological systems that can be used, for example, to explore what 
goes wrong when a biological system becomes diseased and how to treat or prevent that 
disease [4–6].

The success of some of ISB’s research suggests the profound effect that systems 
biological research will have on medicine, on industry, and on society in the near 
future. Research at ISB is driving the development of what is known as P4 medicine—
a new approach to health care that is predictive, preventive, personalized, and partici-
patory. In the future, physicians will be able to examine the unique biology of each 
person to assess that individual’s probability of developing diseases such as cancer, 
diabetes, or neurological disorders. They then will be able to prevent or treat that dis-
ease using personalized therapeutics. Health care will ultimately shift to a preventive 
mode in which each individual will have an opportunity from birth to experience 
optimal health [1, 5].

Systems biology seeks an understanding of how and why complex systems behave as 
they do, and thus will have far‐reaching implications for agriculture, energy production, 
environmental protection, and many other human activities. As Dr. Hood has noted, biology 
will be the dominant science of the twenty‐first century, just as chemistry was in the 
nineteenth century and physics was in the twentieth century [5].

Key benefits of P4 medicine [1, 5] to the patient and to the health care system will 
potentially include being able to:

Detect disease at an earlier stage, when it is easier and less expensive to treat 
effectively;

Stratify patients into groups that enable the selection of optimal therapy;

Reduce adverse drug reactions by more effective early assessment of individual drug 
responses;

Improve the selection of new biochemical targets for drug discovery;

Reduce the time, cost, and failure rate of clinical trials for new therapies; and

Shift the emphasis in medicine from reaction to prevention and from disease to 
wellness.
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A coordinated and integrated program is envisioned by ISB to accelerate solving the 
technical challenges of P4 medicine [1, 4–6]. The program includes the following:

Developing methods for determining individualized genomes and for integrating the 
findings with diagnostic measurement data.

Developing methods for determining the levels of organ‐specific proteins, microRNAs, 
and other possible biomarkers, including cells, in the blood to assess the health or 
disease in all major human organ systems and thus enabling the monitoring of the 
earliest onset of disease.

Digitizing medical records and creating effective, secure databases for individual patient 
records (new, data intense records with gigabytes of data).

Developing new mathematical and computational methods for extracting maximum 
information from molecular information on individuals (including their genomes), 
and from other clinical data and personal history.

Developing new computational techniques for building dynamic and disease‐predictive 
networks from massive amounts of integrated genomic, proteomic, metabolic, and 
higher‐level phenotypic data. (This is the heart of the emerging field of personalized 
medicine: new methods for interrogating data and understanding the interaction bet-
ween the environment and the genome of the individual.)

Predicting drug perturbations of biological networks and developing therapeutic 
perturbations of biological networks (that is, re‐engineering of networks in higher 
organisms with drugs, moving from a diseased state back to normal).

Creating pluripotent cells (stem cells) from normal, differentiated cells, and then differ-
entiating them to specific body cell types. The ability to create stem cells with a given 
individual’s genome will be remarkable, understanding it will be revolutionary.

Developing new in vivo molecular imaging methods and analysis methods to follow 
disease, drug response, drug effectiveness, and drug dosage determinations.

Effectively managing the enormous personalized data sets that will result, which 
requires the development of broadly accepted policies addressing security, quality 
control, data mining, privacy protection, and reporting.

Hood and his colleagues view this comprehensive research agenda as technically challeng-
ing, requiring significant investment and effort, but nonetheless achievable. Whether that 
proves to be true is, of course, subject to the same complex factors affecting the research, 
from the molecular to the societal. That observation leads us to consider an effort to explic-
itly link the molecular and the societal.

THE COMPLEXITY INSTITUTE

The work of Professor Peter M. A. Sloot and his colleagues is at the forefront of the systems 
biology and biomedical system movement. Professor Sloot is the codirector of the Complexity 
Institute at Nanyang Technological University in Singapore. His research interests focus on 
how nature processes information. He studies this information processing in complex sys-
tems through computational modeling and simulation and applies his research efforts to a 
large variety of disciplines with a focus on biomedicine. Recent work has centered on mod-
eling the virology and epidemiology of infectious diseases, such as HIV, through complex 
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networks, cellular automata, and multiagents. He also attempts to build bridges from biological 
factors to the sociodynamics of the encompassing societal environment [3].

Sloot’s research is based on a complex systems approach to health because as he notes “under-
standing, preventing and handling diseases requires a holistic approach” [3]. He maintains that 
there are a number of moving components building upon one another and ultimately developing 
a connected, hierarchical structure that comprises a complex system. These components include 
the molecules, genes, transcripts, cell signals, proteins, interactions, and organelles building a 
cell; the cells, tissues, and organs building an organism; and the organisms ultimately building 
and affecting society, health care, and health care policies.

Rapidly increasing costs in health services ultimately lead to the recognition of a need 
for better‐informed decisions in the health care decision‐making and delivery process. 
Sloot proposes that this can be accomplished by using an evidence‐based, participatory 
integrative health system that also gives consideration to the findings of the social sciences. 
When making health care decisions and treating patients, it is critical for health care pro-
viders to consider how they can induce patients to pay closer attention to their health, and 
to assess how the providers can effectively aggregate the information available to them 
with additional information possessed by individuals to make the best decisions. Further, it 
is important that more attention be paid to determining how and why social factors become 
biological factors affecting the health of individuals.

Sloot has developed a Health Systems Complexity Program (see Fig.  7.2) where the 
overall objective is to develop and maintain an integrative, descriptive, and predictive decision 
support framework to provide the city‐state of Singapore a competitive edge on containing 
diseases. The primary goals include (i) identifying the interplay between biomedical and 
social aspects of health, (ii) becoming world leaders in the field, and (iii) to become a 
Singaporean think tank on health systems. He is convinced that this highly integrative 
research approach can only be accomplished through a radical transformation concerning the 
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methods in which biomedical research is conducted [8]. His goals extend beyond those of 
Hood and his colleagues, in particular through the consideration of the social factors affecting 
the health of individuals.

Currently, the human body is primarily investigated as if the entity itself is a complex 
puzzle comprised of a trillion different pieces. Scientists and researchers try to under-
stand the complete picture by assessing one piece, or at the most, a few closely 
interconnected pieces at a time. Sloot proposes that a societal frame is necessary, although 
the frame itself is not the entire picture. He further proposes that researchers need to 
model how the human body works in order to develop patient‐tailored computer models 
capable of being used for diagnosis, prevention, drug treatment, and surgical planning. 
The overall approach requires integration across temporal and dimensional scales, across 
complete organ systems, as well as across a variety of disciplines (health care, medicine, 
bioengineering, and biology) [8].

Specific examples of the research that Sloot and his colleagues are conducting pertains 
to health systems complexity, biomedical events, multiscale modeling in computational 
biomedicine, cancer stem cell tumor models, drug–drug interactions, HIV, data management, 
and infectious disease transmission.

He proposes an approach to research on biomedical events that extracts biomedical events 
from the literature. There is currently an abundance of biomedical literature, which in turn has 
attracted significant interest in methodologies that can be used to automatically extract bio-
medical relationships from the literature. Existing research in this area is primarily focused on 
extracting binary relations, such as protein–protein interactions and drug–disease interactions. 
These binary relations, however, are unable to fully and appropriately represent the original 
biomedical data. Therefore, Sloot identified a need for methods that are able to extract specific 
and complex relations, referred to as biomedical events. His proposal to extract biomedical 
events from text has two phases. The first phase involves the mapping of training data into 
structured representations. This is then used as the basis for the creation of templates that can 
be used to extract rules automatically. The second phase involves the development of extrac-
tion methods to process the obtained rules. With F‐scores of 52.34 and 53.34, results from this 
process are comparable to other state‐of‐the‐art systems, but achieves superior performance in 
terms of computational efficiency [9].

Sloot expanded on his research on biomedical events in 2014 by proposing a feature‐
based approach to extract drug–drug interactions from biomedical text. Knowledge of 
drug–drug interactions is critical for health care professionals to avoid adverse effects 
when coadministering drugs to patients. Drug–drug interaction is a situation in which one 
drug increases or decreases the effect of another drug. Text‐mining techniques, such as 
automation relation extraction, have been applied successfully in large‐scale experiments 
to extract a number of relationships efficiently, such as protein–protein interactions. 
Therefore, he proposes that drug–drug interaction extraction methods can be particularly 
relevant in obtaining drug–drug interactions from medical records and in corresponding 
evidence from scientific literature [10].

Sloot’s proposal to extract drug–drug interactions from text consists of three steps. 
These steps involve (i) the application of preprocessing to convert input sentences from a 
given data set into structured representations, (ii) mapping each candidate drug–drug inter-
action pair from that dataset into a syntactic structure and generating feature vectors for the 
candidate drug–drug interaction pairs, and (iii) using the obtained feature vectors to train a 
support vector machine (SVM) classifier. Results from his research outperformed other 
state‐of‐the‐art drug–drug interaction systems [10].
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Another aspect of Sloot’s research addresses multiscale modeling in computational 
 biomedicine. Many multiscale models currently exist or are in the process of development; 
however, he maintains that a foundational multiscale modeling methodology is missing. 
His research proposes a multiscale modeling direction that ultimately complements the 
current dynamic systems approach. To that end, he has conducted two specific case studies 
pertaining to the transmission of resistance in to the spread of the HIV virus and to in‐stent 
restenosis in coronary artery disease [3].

In these studies, two distinct, mutually dependent scientific activities in computational 
biology were identified. These activities include knowledge discovery through data and text 
mining and through modeling and simulation‐based analysis. Sloot and his colleagues note 
that closing the computational gap in systems biology, extracting knowledge on the multi-
scale aspects of a biological system, and correlating data on different scales require the 
construction and integration of a number of models. Web and grid services should be uti-
lized to integrate applications and tools for data acquisition, registration, storage, organiza-
tion, and analysis, which would ultimately aid in bridging the integration gap. A systems‐level 
approach is also necessary in disseminating processes, data, information, and knowledge 
across geographic and organizational boundaries within the context of distributed, multidis-
ciplinary and multiorganizational collaborative teams [3].

Sloot and colleagues also implemented a systems biology approach in a study that 
combined epidemiological and genetic networks to address the importance of early 
treatment in HIV‐1 transmission. Current research surrounding the HIV‐1 epidemic either 
uses genetic information of patients’ virus to determine past infection events or uses sexual 
interaction statistics to model a network structure of how the virus is spreading. Methods 
that take into account both molecular and societal data to create a reliable reconstruction of 
HIV‐1 transmission dynamics are still lacking.

The aim of the early treatment in HIV‐1 transmission study was to combine information 
from both genetic and epidemiological scales in order to adequately characterize and ana-
lyze a transmission network of the HIV‐1 epidemic in central Italy. Sloot and his col-
leagues implemented a filter‐reduction method to build a network of HIV‐infected patients 
based on social and treatment information. The social and treatment information was then 
combined with a genetic network. Their findings revealed noteworthy correlations between 
high out‐degree individuals and longer untreated infection periods by inferring HIV‐1 
transmission networks using a combined societal and epidemiological approach [11].

The work on systems complexity and its implications for the health of individuals demon-
strate the range of systems biology research and serve to illustrate the importance of effective 
aggregation, analysis, and application of the massive data required to realize the Digital Patient.

THE POTENTIAL OF SYSTEMS BIOLOGY

Systems biology and biomedicine are two fields with profound implications for the biomed-
ical sciences, health care, and personal health. These implications include the development 
of a more effective framework to contain diseases, further advancing the field of computa-
tional biomedicine, the continual development of effective integrative physiological models 
and applications, faster drug discovery, better understanding of drug–drug interactions, and 
improved, personalized health care just to mention a few.

Understanding of biological phenomena has increased considerably over the past several 
decades in the scientific community; however, this understanding is not as systematic or 
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integrated as it could be. Advancement of multiscale models and simulations in computational 
biology will ultimately propel the multiscale models and simulations associated with the 
IUPS Physiome and VPH projects. For example, the primary concept underlying the multi-
scale modeling in the Physiome is “the application of continuum field concepts and consti-
tutive laws, whose parameters are derived from separate, finer‐scale models.” This concept 
is central to linking molecular systems biology to larger scale systems physiology. The fact 
that a linked, multiscale model of the heart currently exists and other organ systems multi-
scale models are in development [8] is proof of the ongoing efforts in this regard.

The implementation of multiscale models, as well as the continued improvement of the 
effectiveness of such models, will ultimately allow for responses to various stimuli to be 
predicted, and for results to be displayed using virtual reality technology. In the future, 
physiome models will have the capability to provide a quantitative description of 
physiological dynamics and the functional behavior of organisms, while also explaining 
how all the components of a human body function as part of the integrated whole. 
A complete VPH, that is, a personalized and four‐dimensional model of an individual’s 
unique physiological makeup has the potential to serve as a multifaceted research and 
testing environment for prevention, diagnosis, and treatment.

Mathematical simulations associated with systems biology and integrative physiological 
modeling are primarily used in hypothesis testing and experimental design; however, 
mathematical simulations and integrative models could also be utilized more fully in med-
ical and health professions education. Students, researchers, and clinicians could potentially 
use these more sophisticated simulations and models to cultivate an understanding of the 
basic mechanisms necessary to maintain a homeostatic balance in the human body.

The simulations and models could also be used to develop an understanding of alterations 
that result in pathological states. Mathematical simulations have successfully been used in the 
past in medical education, lending reasonable hope for the effectiveness of more comprehen-
sive, validated models in the midterm future [2]. There are numerous databases that address 
anatomical, genome, and proteome data; however, multiscale integrative modeling needs a 
database of physiological variables that include normal and pathological values [2].

Faster discovery of effective drugs is another implication resulting from the spread of sys-
tems biology analytics. Systems biology aims to develop predictive models of human disease, 
thus influencing drug discovery. Large‐scale gene, protein, and metabolite measurements 
dramatically can accelerate the generation of hypotheses and testing in disease models. 
Computer simulations will ultimately integrate the understanding of organ and system‐level 
responses, which will help to prioritize drug targets and to design clinical trials [12].

CRITICISM

Although systems biology has a number of innovative and promising implications for 
research and personal health care, there are currently limitations and criticisms associated 
with such an approach. Criticisms include a lack of model integration and a general scar-
city of systems research, as well as the need for additional scientific breakthroughs before 
results are valid and applicable in patient care.

Currently there is limited integration among multiple narrow‐focus models, for example, 
in the IUPS Physiome Project. A variety of current models exist, such as the extensive array 
of models demonstrating various aspects of cardiovascular physiology, but they are not linked 
together in compelling multiscale physiological models. Integration of these models would 
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allow for a comprehensive, integrative model of human physiology [2]. Additionally, there is 
scarcity of research on biological multiscale modeling strategies. There are many existing 
research efforts that present multiscale models; however, there are very few methodological 
papers or studies on multiscale modeling. One potential solution for this limitation would be 
the development of a multiscale and multiscience framework for the modeling and simulation 
of complex systems based on a hierarchical aggregation of single‐scale models [3].

Another criticism surrounding systems biology is the notion that the field itself is inherently 
complex, and because of this complexity requires extensive additional research and scientific 
breakthroughs. While the field of multiscale modeling in computational biomedicine is emerg-
ing and developing, a foundational multiscale modeling methodology is lacking. The field is 
also lacking in advancements pertaining to experimental devices, advanced software, and soft-
ware applications, as well as analytical methods. Critics argue these advancements are necessary 
before the achievements of systems biology can live up to their much‐touted potential [13].

CONCLUSION

What this chapter has demonstrated is that biology is an information science. Systems 
biology is a holistic rather than reductionist approach to addressing biological complexity, 
using a collaborative, cross‐disciplinary approach.

Systems biology integrates many multiscale types of biological information. It supports 
the development of new experimental approaches to capture temporal and spatial dynamics 
of biological networks, and it permits the development of predictive and actionable models.

Incorporating the findings of systems biology research into the Digital Patient platform 
will ultimately lead to the creation of virtual human models and the widespread availability 
of personalized medicine. It also has the potential to lead to a more participatory, evidence‐
based approach to health and to better‐informed decisions in the health care decision‐making 
and delivery processes.
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Computational modeling is an excellent tool that facilitates understanding of arrhythmia 
mechanisms and enables a personalized approach toward treating arrhythmias in individual 
patients. Emerging computational modeling strategies will enhance the efficiency, efficacy, 
and safety of invasive arrhythmia therapies.

—Ronald Berger, MD, PhD, Director of Cardiac Electrophysiology
Johns Hopkins Hospital

INTRODUCTION

In 2011, the American Heart Association reported that an estimated 82 million Americans 
have one or more types of cardiovascular disease, a rate greater than 1 in 3 Americans. 
Mortality data showed that in one‐third of all deaths in the United States (over 800,000), 
 cardiovascular disease was the underlying cause of death. Over 5 million Americans suf-
fer from heart failure, and over 300,000 died from sudden cardiac death that most likely 
arose from ventricular fibrillation, a highly disorganized, irregular electrical rhythm in 
the heart [1].

Heart disease is a leading cause of death in North America, and is one of the most common 
causes of sudden unexpected death encountered in medical examiner and coroner’s offices. 

—Mitchell Weinberg, MD, Assistant Chief Medical Examiner, Edmonton, Alberta

The primary role of the heart is to pump blood through the circulatory system to the 
lungs and all organs of the body. Cardiac mechanical function is driven by an electrical 
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system that coordinates the appropriate timing for contraction of the atria and ventricles. 
The regulation of the electrical activity in the heart is complex, with inputs from the 
parasympathetic nervous system and dependence on hormonal regulation, metabolic 
levels, and many other physiological signals.

For many decades, computational models have been valuable tools to help understand 
many physiological and pathological processes. As heart disease is a leading cause of 
death, in particular unexpected death, predictive computational modeling of the heart 
must be a key component of the Digital Patient. Historically, cardiac models and simula-
tions have provided mechanistic understanding of key aspects of cardiac electrophysi-
ology, including the coupling between electrical and mechanical activity; electrical 
propagation and failure; the transition from a normal sinus rhythm to an irregular rhythm, 
or arrhythmia; and electrical activity in pathological states such as heart failure. Early 
computational models were initially developed to reproduce experimental data from 
animal models; more recently, models of electrical activity in the human heart have been 
developed [2–4].

In the past few years, advancements in medical imaging and computational processing 
capabilities have facilitated the development and use of personalized (or patient‐specific) 
cardiac models. In this chapter, we will discuss how such personalized models have great 
potential to improve the treatment of cardiac arrhythmias. We will provide a window into 
the previous, current, and future state of cardiac electrophysiology modeling, by way of an 
overview of relevant cardiac physiology and developments in computational modeling 
and simulation. We will discuss the development of early models, which focused on 
electrical signaling within a single cardiac cell, and how such models have been extended 
to simulate tissue of increasingly larger size and scale, from one‐dimensional “cables” up 
to the entire heart. Our historical overview is by no means exhaustive; the curious reader 
is encouraged to engage the references provided at the end of the chapter. We will discuss 
recently published research that is paving the path for personalized treatment of cardiac 
arrhythmias, present some of the many challenges and opportunities for future work, and 
significantly, how personalized cardiac models are one piece of the complex system, that 
is, the Digital Patient.

We begin by asking significant questions: What computational modeling tools can be 
used to predict cardiac arrhythmias and the efficacy of cardiac therapies or treatments? Can 
we incorporate pathological conditions and symptoms, for example, genetic mutations, 
structural or anatomic defects, abnormal neuronal or hormonal regulation, etc., that arise as 
a consequence of chronic and/or acute stresses or disease into models and simulations? 
Importantly, what is the Digital Patient in the context of a personalized model for the 
treatment of cardiac arrhythmias? What patient‐specific information is needed to develop 
and simulate a predictive model?

BASICS OF CARDIAC ELECTROPHYSIOLOGY

Before a discussion of computational modeling, we provide here a brief overview of cardiac 
electrophysiology. Mechanical contraction of the heart is coordinated by a propagating 
wave of electrical activity through the myocardium. Under normal conditions, electrical 
activity originates spontaneously at the sinoatrial (SA) node, also known as the pacemaker. 
The electrical wave propagates through the left and right atria to the atrioventricular (AV) 
node, which briefly delays propagation such that the atria can sufficiently contract and 
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blood can flow from the atria to the ventricles. Following the delay, the electrical wave 
propagates from the AV node through the bundle of His, which splits into two branches, a 
left bundle branch and a right bundle branch, which activate the left and right ventricles, 
respectively. Propagation progresses from the bundle branches to Purkinje fibers, 
 consisting of specialized myocytes that facilitate rapid conduction, which in turn activate 
the  ventricular myocardium.

Electrical wave propagation in the heart is a consequence of the generation of an action 
potential at the cellular level and the subsequent conduction of this electrical signal from 
cell‐to‐cell through gap junctions. An action potential is generated by the movement of 
ions, such as sodium, potassium, and calcium, through ion channels on the myocyte 
 membrane, resulting in a change in the electrical potential across the membrane. During a 
propagating electrical wave, the flux of current from a neighboring, coupled cell increases, 
or depolarizes, the membrane potential, rapidly activating inward sodium current, which 
in turn further increases the membrane potential. At this depolarized voltage, inward 
calcium (which triggers the contraction of the myocyte, as described later in the chapter) 
and outward potassium currents are activated, while the sodium current is inactivated. 
Finally, the calcium current is inactivated, and the membrane potential is repolarized to 
resting levels.

From Nobel Origins

Computational modeling of cardiac electrophysiology, and indeed all excitable cell 
 modeling, can trace its origins to the seminal work of Alan Hodgkin and Andrew Huxley, 
for which they received the 1963 Nobel Prize in Physiology or Medicine. Hodgkin and 
Huxley developed a mathematical model that describes the electrical activity of neurons 
using the squid giant axon. In the Hodgkin–Huxley model [5], first published in 1952, the 
neuron is represented by an electrical circuit: the cell membrane lipid bilayer is represented 
by a capacitor and ionic currents are represented by resistors, with time‐ and voltage‐
dependent conductances (Fig. 8.1).
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FIGURE  8.1 Hodgkin–Huxley computational model of a neuron. (Left) The circuit diagram 
 represents the electrical properties of the squid giant axon: The cellular membrane is represented by 
a capacitive element (C

m
), and the sodium (Na), potassium (K), and leak (L) ionic currents are repre-
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which the net current is zero). (Right) A representative simulation reproduces the repetitive firing of 
the neuron, that is, action potentials, in response to an applied stimulus.
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The model includes equations for a capacitive current and three ionic currents: sodium, 
potassium, and a leak or background current. Using this circuit and Kirchhoff’s current 
law, the equation governing the dynamics of the membrane voltage V, given by

 
C

dV

dt
Im ion ,

 
(8.1)

where I
ion

 is the sum of the ionic currents and C
m
 is the membrane capacitance, is coupled 

with equations for additional state variables, called gating variables, that govern the ionic 
current conductance. An additional current term may be added to account for external 
 stimulation. Collectively, these equations constitute a nonlinear system of ordinary 
differential equations. Significantly, the electrical activity of the neuron can be simulated 
by integrating this system, illustrating firing of action potentials and the activation and 
inactivation of individual ionic currents (Fig. 8.1).

Extensions of the Hodgkin–Huxley model of the neuron have been subsequently 
 developed to simulate the dynamics of electrical activity in cardiac myocytes. Denis Nobel 
developed the first model of a cardiac cell, the Purkinje myocyte, in 1962 [6]. Developments 
by many groups have produced increasingly detailed models of ventricular, atrial, and 

V

5

0

0

–4

4

2

0

5

0

0 500 1000

Time (ms)

1500 2000 2500
–5

–2

[Ca2+]
100

0

0

2

0

3
2
1
0

0 500 1000 1500

Time (ms)

2000 2500

–2

–200
–400

INa Isi

IK1

Ib

IK

IKp

–100

FIGURE 8.2 Luo–Rudy 1991 model of the ventricular myocyte. The myocyte model is stimulated 
by a brief applied current pulse that elicits an action potential, every 500 ms. The voltage trace is 
characteristic of the cardiac action potential, with the rapid upstroke, plateau phase, and gradual repo-
larization. A calcium transient with slow upstroke and recovery follows each action potential. The 
model contains six currents: sodium (Na), slow inward (typically associated with calcium), three 
potassium (K) currents, and a background (b) or leak current. The units for voltage, calcium, and 
ionic currents are millivolts, micromolar, and microamperes/cm2, respectively.
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sinoatrial node myocytes [7–11]. Several key extensions beyond the Hodgkin–Huxley 
model include equations to represent additional ionic currents and state variables: calcium 
currents; several identified potassium currents, ion pumps, and exchangers; ion concentra-
tions; and intracellular stores of calcium. The Luo and Rudy 1991 model is one of the 
 earliest ventricular myocyte models and is still widely used today [7]. A simulation of the 
model is shown in Figure 8.2.

Model formulations and parameters are continually updated and improved to account 
for newly available experimental data from a variety of species and cell types, including 
healthy and pathological human cardiac cells. In the following subsections, we highlight 
key, but by no means exhaustive, modeling advances and insights that have paved the way 
toward predictive and personalized models of the heart.

CARDIAC MODELING ADVANCEMENTS

As experimental techniques advanced and enabled the recordings of current from a single 
ion channel, it became clear that, while Hodgkin–Huxley‐type models could well represent 
ionic current measurements from the entire cell, these models did not reproduce the 
dynamics (e.g., opening and closing) of individual ion channels. Perhaps most  significantly, 
experiments showed that the timing of ion channel openings and closings is random, a 
phenomenon that simply cannot be simulated using models governed by deterministic 
differential equations. Thus, modeling and simulation of myocytes expanded from the 
realm of nonlinear dynamics to probability and stochastic processes [12]. Studies by many 
groups demonstrated that ion channel dynamics could be simulated by continuous‐time 
discrete‐state Markov chains [10, 13, 14]. Experiments showed that ion channel dynamics 
are more complicated than transitions between open and closed states; ion channels often 
exhibit multiple closed states and inactivated states (Fig. 8.3).

Channel state

O3

C2

C1

Open

Closed
Time

FIGURE 8.3 Stochastic gating of an ion channel. A simulation of the stochastic gating of a three‐
state ion channel, with a kinetic scheme given by C

1
 ⇄ C

2
 ⇄ O

3
, where C

1
 and C

2
 are two closed states 

and O
3
 is an open state. The simulation shows that the duration of and time between channel openings 

and closings are random. In the more detailed Markov chain models of ion channel gating, more 
states may be present, such as inactivated or multiple closed or open states. The transitions between 
states may depend on voltage, ion concentrations (i.e., calcium), or concentration of a particular 
ligand or pharmacological agent.
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Transitions may depend on voltage, intracellular calcium, or ligand concentrations. 
Detailed Markov chain models have been developed for several cardiac ion channels from 
normal myocytes, as well as genetic mutations associated with cardiac diseases such as 
Long QT and Brugada syndrome [15–17]. Hybrid stochastic‐deterministic approaches 
have been formulated in order to simulate systems of (stochastic) Markov chain ion channel 
gating and (deterministic) Hodgkin–Huxley‐type ionic currents [18].

REGULATION OF INTRACELLULAR CALCIUM

The inclusion of intracellular calcium concentration in cardiac myocyte models was a 
significant advancement in the modeling of heart disease. In addition to calcium directly 
triggering the contractile machinery within the cell that leads to muscle contraction, 
abnormal calcium regulation is associated with a host of genetic diseases, such as catechol-
aminergic polymorphic ventricular tachycardia (CPVT) [19, 20]. Calcium levels within the 
cell are highly regulated throughout each cardiac cycle, known collectively as calcium 
handling or cycling [21] (Fig. 8.4): Intracellular calcium is low at rest. The action potential 
triggers influx from voltage‐dependent calcium channels on the cell membrane. This small 
calcium influx triggers a large calcium release via calcium‐activated channels, called ryano-
dine receptors (RyRs), from an intracellular calcium store, the sarcoplasmic reticulum (SR). 
Calcium binds intracellular myofilaments, initiating contraction of the  myocyte. Finally, 
calcium is returned to resting levels via calcium pumps and exchangers. However, this 
 regulation is not one‐way; indeed, calcium handling and electrical and mechanical activity 
are bidirectionally coupled. As a consequence, abnormal calcium signaling can directly lead 
to life‐threatening electrical irregularities or arrhythmias and mechanical dysfunction.

Myoplasm

t-tubule

SR

SL

FIGURE 8.4 Calcium signaling in the cardiac myocyte. Illustration of calcium signaling in the 
cardiac myocyte shows the invagination of the sarcolemma (SL), or cell membrane, known as a  
t‐tubule, and the intracellular store of calcium, the sarcoplasmic reticulum (SR). Voltage‐gating 
calcium channels on the sarcolemma trigger the release of calcium from the SR through channels 
called “ryanodine receptors.” The large efflux of calcium triggers contraction of the myocyte, after 
which calcium is returned to the SR via ATP‐dependent pumps on the SR membrane.
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Simulations have shown that accounting for local control of calcium signaling is important 
[9]: in cardiac cells, the calcium signaling described earlier often occurs in “calcium micro-
domains,” called dyadic subspaces, in which the calcium‐activated channels are  regulated 
by the local calcium concentration, not the concentration of calcium in the  myoplasm or 
“bulk.” Systems of ordinary differential equations are often used to account for the calcium 
concentration in different intracellular “compartments” and the fluxes  between these com-
partments. An example of a simple compartment model representing the calcium 
concentration in the myoplasm, dyadic subspace, and SR is given by the following system 
of ordinary differential equations:

 

d

dt
J J

Camyo

myo pump

2

 (8.2a)

 

d

dt
p J p J J

Cads

o VCC VCC o RyR RyR myo

2

, , . (8.2b)

 

d

dt
p J J

CaSR

o,RyR RyR pump

2

, (8.2c)

where J terms represent fluxes between compartments, and significantly, the flux via the 
voltage‐gated calcium channels (VCC) and RyRs is scaled by an open probability that is 
time‐, voltage‐, and calcium‐dependent, thus establishing the bidirectional coupling 
 between the voltage and calcium subsystems. These open probabilities may be determined 
by differential equations or stochastic simulations, as described earlier.

Simulations have recently shown that significant aspects of calcium handling cannot be 
reproduced by models in which all calcium influx passes through a “common‐pool” (as in 
Eq. 2.2) and neglect “local control” by calcium in the individual dyadic subspaces [22]. 
Dyadic subspaces are very small in volume (often less than 1 µm³), such that at rest only 
1–2 calcium ions may be present. As such, calcium diffusion and binding events can 
 produce large fluctuations in the local calcium concentration. Simulations have recently 
shown that models neglecting these calcium fluctuations may misrepresent important 
 subcellular calcium dynamics that influence the electrical activity of the whole cell and 
thus potentially the entire heart [23, 24].

FROM CELLS TO CABLES TO SHEETS TO TISSUE TO THE HEART

Extensions of cardiac cell models have proceeded in parallel along many avenues. While 
single‐cell models have extended inward in scope, incorporating increasingly more 
 biophysically detailed representations of ion channels and subcellular signaling, models 
have also proceeded outward in scope, simulating electrical dynamics of increasingly 
larger spatial scale, size, and dimension. The electrical circuit analogy of the single cell 
naturally extends to higher dimensions. The coupling of “single‐cell” circuits (Fig. 8.1) via 
resistors along a single dimension leads to the classical nonlinear cable equation, a 
mathematical construct often used to study propagation in neuronal axons and dendrites 
(reviewed in Ref. [25]). In the spatially extended model, the system of ordinary differential 
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equations representing a single cell is replaced with a system of partial differential 
equations, specifically a reaction–diffusion system in which voltage “diffuses” in the spatial 
dimensions via cell‐to‐cell coupling (Eq. 2.3):

 
C

dV

dt
V Im ionD , (8.3)

where D is a diffusion tensor. Note that this partial differential equation is identical to the 
single‐cell ordinary differential equation model (Eq. 8.1), augmented by the diffusion term. 
In higher dimensions, models of two dimensions represent a sheet, while three‐ dimensional 
models represent a slab of tissue.

Simulations in 1‐, 2‐, and 3D have provided significant insights into mechanisms 
 underlying arrhythmia initiation, maintenance, and termination. See Clayton et al., for an 
excellent review [26]. For example, studies in 1D cable models have demonstrated 
 conditions that lead to electrical propagation failure, which can trigger an arrhythmia [27]. 
Simulations in two‐dimensional (2D) cardiac sheets have shown how rapid electrical 
waves, known as spiral waves, can become fragmented and chaotic, which is analogous to 
the transition from a rapid heart rhythm known as a tachycardia to a potentially lethal 
rhythm fibrillation [28]. Simulations of 3D tissue begin to address the complex issues 
related to the development of a personalized model of the heart for predictive arrhythmia 
treatment [29]. Before we discuss these patient‐specific models, let us discuss some of the 
challenges associated with modeling an entire individual heart.

The Heterogeneous Heart

The heart is complex and heterogeneous across many spatial scales. There are regional 
 differences between atrial and ventricular myocytes, such as levels of expression of various 
ionic currents and calcium handling proteins. Expression levels differ between the left and 
right ventricle; within the ventricles, there are heterogeneities and gradients from base to 
apex and transmurally from epicardium to endocardium [30], which influences electrical 
propagation within the different regions of the heart.

At the tissue level, the myocardium is composed of many cell types. Although myocytes 
compose the largest component by volume, the much smaller fibroblasts, which play an 
important supportive role in assembling the extracellular matrix, outnumber myocytes. 
While the role of fibroblasts in influencing the electrical and mechanical activity of the 
heart is still an actively investigated area, it is clear that, following myocardial infarction, 
fibroblasts promote tissue heterogeneity and may couple with myocytes, perturbing 
electrical activity in and near an infarct region and altering the propensity for arrhythmias 
[31]. Within the cardiac tissue, expression levels of gap junction proteins vary throughout 
the ventricular wall and are altered during disease [32, 33].

At the level of individual cells, myocytes can be variable in size and volume, which can 
further vary in disease. At the subcellular level, ion channels are often localized to particular 
regions of the cell membrane. The cell membrane topology itself is complex, as deep 
invaginations of the membrane called transverse tubules (or t‐tubules) are present in 
 ventricular myocytes that concentrate membrane calcium channels in the proximity of the 
SR calcium channels (as described earlier in the chapter).

Beyond these functional heterogeneities that occur across many spatial scales, 
 structural heterogeneities significantly influence electrical activity within the heart. 
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Models and simulations using idealized geometries (i.e., cables, sheets, and tissue slabs) 
can provide insight into electrical activity in the absence of these structural 
 heterogeneities. However, accounting for an individual heart’s unique anatomically 
detailed geometry is an essential step in the development of a personalized model for 
arrhythmia treatment.

Your Own Personal Heart Model

Returning to Equation 8.3, the partial differential equation for voltage coupled with state 
variables that collectively describe the electrical activity in cardiac tissue, we are now 
 prepared to ask: How can we formulate a personalized model of the heart? Without trivi-
alizing the question too much, we can see that there are essentially two terms we must 
 represent: the ionic currents and the diffusion term. As discussed earlier, ionic current 
models originated with the Hodgkin–Huxley model of the neuron, followed by 
development of cardiac models for several animal species and myocyte type (ventricular, 
atrial, etc.). In 1998, the first human ventricular myocyte model was presented by Priebe 
and Beuckelmann [34], which notably includes variations for normal physiology and 
heart failure. Several models of the human ventricular myocyte have subsequently been 
developed [2–4, 35, 36]. The ten Tusscher model presented in 2004 is a frequently used 
model in simulation studies and includes variations for myocytes across the transmural 
gradient (epicardial, endocardial, and midmyocardial cells) [2]. The Iyer–Mazhari–
Winslow model, also presented in 2004, notably represents most ionic currents using 
Markov chain representations [3].

When building the patient‐specific model of the heart for the Digital Patient, which 
model can and should be used? This question gets to the heart of one of the most significant 
challenges associated with personalized models, and indeed large‐scale models in general: 
computational complexity. The Bueno–Orovio human myocyte model consists of four 
state variables, with representations of three ionic currents, neglecting intracellular calcium 
handling. In contrast, the Iyer–Mazhari–Winslow model consists of 67 state variables, 
 representing 13 currents and several intracellular calcium compartments. Most other 
models fall somewhere in between in terms of complexity. From a computational stand-
point, using a minimal model enables one to simulate more computationally intensive sim-
ulations (e.g., longer duration simulations and more detailed spatial representation), but at 
the expense of physiological detail at the level of the individual cell. Such minimal  cellular‐
level representations can often still reproduce the same behavior as more detailed models 
at higher spatial scales. For example, the minimal Bueno–Orovio model reproduces the 
dynamics of spiral waves in 2D sheets, as observed in the more detailed Priebe–Beuckelmann 
and ten Tusscher models. However, if a patient has known pathology that includes 
altered dynamics of a particular ion channel, then ideally a personalized model for this 
patient should include an explicit representation of that perturbed ion channel. In many 
cases, this is not always possible, and the influence of the pathology must be accounted 
for indirectly.

The second key term in the equation governing electrical activity is the diffusion term, 
which represents the diffusion of voltage throughout the myocardium via gap junctions. 
While idealized geometries typically assume that cells are regularly spaced on a grid, 
advancements in medical imaging can be used to determine anatomical geometries based 
on an individual heart. Early studies used histological sectioning to determine the geometry 
of small pieces of cardiac tissue. More recently, studies have used computed tomography 
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(CT) and magnetic resonance imaging (MRI) data to reconstruct individual heart geome-
tries. Diffusion tensor (DT) MRI provides additional detailed information regarding myo-
cyte orientation. Echocardiography, while typically of lower resolution, provides a less 
invasive and less costly method for anatomical reconstruction. The details of constructing 
anatomically based geometry are complex and beyond the scope of this chapter. The reader 
is encouraged to see recent reviews and articles [37–42]. In brief, the process involves 
segmentation of the imaging data (classification of tissue as normal, infarct, background, 
and so on), generation of a finite element mesh, and determination of myocyte orientation 
(see Fig. 8.5).

A Brief Summary of Recent Studies of Personalized Cardiac Models

We briefly summarize a few recent studies of personalized cardiac models. In 2011, 
Aguado‐Sierra and colleagues developed a personalized failing heart model for a patient 
with a myocardial infarct and left ventricular bundle branch block and simulated electrical 
activity and hemodynamics, including ventricular pressure throughout the cardiac cycle, 
which was in close agreement with patient measurements [43]. In 2013, Ashikaga and col-
leagues performed a retrospective study of catheter ablation targets in patients with scar‐
related ventricular tachycardia, and their simulations showed close agreement for ablation 
associated with both success and failure [44]. Their study demonstrates that simulations 
could be used to predict an optimal ablation site. In 2013, Rantner and colleagues demon-
strated that patient‐specific simulations could be used to predict optimal placement of 
implantable cardioverter defibrillators (ICDs) for pediatric and congenital heart defect 
(CHD) patients to minimize the defibrillation threshold [45].
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FIGURE  8.5 Reconstruction of anatomical geometry. A. MRI scan of the infarct heart. B. 
Calculation of myocyte orientation from DTMRI data. C. Segmentation of imaging data into healthy 
myocardium, periinfarct or gray zone (GZ), and scar tissue. D. Separation of atria from ventricles. E. 
Finite element mesh. F. Three‐dimensional representation of the heart. G. Representation of the 
DTMRI‐reconstructed myocyte orientation. H. Action potentials from the healthy and GZ myocytes. 
Reproduced from Ref. [42].
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WHERE CAN WE GO FROM HERE? WHAT IS THE CARDIAC MODEL 
IN THE DIGITAL PATIENT?

These are difficult questions to answer. Certainly, the Digital Patient should include patient‐
specific information that is needed to develop a personalized cardiac model. This would 
need to include anatomical information regarding structure, infarcts, and so on obtained 
from imaging studies. Beyond this level of information, the answers to these questions are 
somewhat open‐ended. The human myocyte models described earlier were formulated 
based on average experimental values from many hearts and individual heart cells. Could 
it one day be feasible to formulate a personalized myocyte model, or many personalized 
models for different regions of the heart? Such a challenge is daunting and not feasible in 
a noninvasive manner at present. However, in the short term, human myocyte models can 
be modified to account for patient‐specific information. Such models have already been 
modified to account for varying degrees of heart failure. As mentioned earlier, ion channels 
and calcium signaling are altered in patients with certain cardiac diseases, such as CPVT 
and Long QT syndrome, that are associated with specific genetic mutations. The inclusion 
of such genetic information in the Digital Patient would enable appropriate personalized 
modifications to a generic human myocyte model.

It is worth noting that the aforementioned studies were retrospective or focused on 
model validation. While this is a necessary and important step, prospective studies and 
 testing predictions will ultimately demonstrate the value of personalized models. Many 
studies, experimental and computational, have shown that accounting for heterogeneity 
throughout the myocardium across many spatial scales is important to accurately  simulate 
electrical activity, in particular arrhythmias. To what extent and at what spatial scale 
should a patient‐specific model account for heterogeneities? Early patient‐specific 
models have incorporated some detailed heterogeneities, most significantly at the 
 structural and anatomical level, differences in myocytes transmurally, and heart failure 
modifications. However, accounting for heterogeneities at finer spatial scales and 
the  stochasticity of ion channel openings/closings and calcium signaling may also be 
important, particularly in the context of calcium‐mediated arrhythmias. The Digital 
Patient should also include information on cardiac‐specific interactions with pharmaceutical 
agents, in particular antiarrhythmic drugs. For example, a recent study of whole heart 
simulations that included a myocyte model incorporating the binding of two sodium 
channel blockers into a Markov chain model was able to reproduce the results of 
the  cardiac arrhythmia suppression trial (CAST), in which these drugs paradoxically 
increased mortality [46].

Importantly, the cardiac model of the Digital Patient should include information 
regarding inputs from and outputs to the other systems of the body, including the external 
environment. For example, myocyte models have been developed to simulate the effects of 
beta‐adrenergic stimulation of myocytes [47], modulating contractile strength and heart 
rate. The integration of a mitochondrial bioenergetics in a myocyte model has been 
 formulated to simulate the influence of increased workload or ischemia [48]. Several 
studies have coupled whole‐heart electrical activity with models of cardiac mechanics, 
coupling intracellular calcium levels at the single cell with myofilament models, which in 
turn can predict mechanical deformations using equations from continuum mechanics [49]. 
Such an electromechanical whole‐heart model could in turn be coupled to a personalized 
model of the cardiovascular network [50] and respiratory system [51]. Simulations could 
also be used to test novel cardiac therapies in a patient‐specific manner [52]. For example, 
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recent simulation studies have tested novel defibrillation approaches, such as high‐ 
frequency stimulation [53, 54] and optogenetic therapy [55].

Incorporating all of these levels of detail may be important for predictive modeling but 
also come at a cost, again touching this important issue of computational complexity. At 
present, incorporating stochastic ion channel gating into models of the whole heart has not 
been demonstrated and is likely not feasible with current computational power. Recent 
advancements in the development of Graphic Processing Units (GPUs) have greatly 
 accelerated and enabled large‐scale simulations. Model reduction techniques have been 
developed that enabled larger‐scale simulations that can account for aspects of stochastic 
phenomenon using deterministic equations [56]. Further research in these areas will enable 
more computationally intensive simulations.

We conclude with an important question about the construction of the Digital Patient: 
What level of detail is necessary to simulate, and more importantly, accurately predict the 
efficacy of a patient‐specific cardiac treatment? In the context of personalized cardiac 
 modeling, we would argue that the answer to this question is situation specific. For example, 
predicting an optimal ablation strategy may not require an ionic model with detailed 
calcium signaling, whereas predicting the outcome of a treatment for a patient with CPVT 
likely will. Similarly, predicting the efficacy of a sodium channel drug for the treatment of 
Long QT syndrome will require a detailed model of the sodium channel but may not require 
high‐resolution imaging data. Of course, great difficulty lies in determining what level of 
detail is necessary for any particular patient, disease, and therapy. This notion can be 
 summarized by the quote oft‐attributed to Albert Einstein:

Everything should be made as simple as possible, but not simpler.

Just how simple a model should be can often only be answered post hoc. Despite such 
challenges, personalized cardiac models, individually and as part of the larger Digital 
Patient, represent a new and powerful tool for clinicians that have great potential to improve, 
optimize, and revolutionize patient care and treatment.
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INTRODUCTION

Our understanding of human health, disability, and disease, and the rational design of 
 preventative, diagnostic, or therapeutic strategies, will be eventually dependent upon 
quantitative knowledge of human anatomy and physiology captured in mathematical 
models. Every other scientific discipline (from weather forecasting to the manufacture of 
everything from cell phones to aircraft) uses a priori knowledge of the physical laws of 
nature with model‐based analysis and design, and there is no reason to think it will not be 
the same for biology. Computational physiology draws on techniques from these  disciplines 
to deal with anatomical and physiological complexities by solving the mathematical 
equations that arise when the laws of physics and chemistry are coupled with measure-
ments of biological material properties.

Disease is often a manifestation of the dysfunction of molecular‐level processes, but the 
consequences are seen at the tissue and organ scale. Computational physiology must 
 therefore also address the challenges of multiscale physiological processes that operate 
over a 109 range of spatial scale (molecules to organ systems) and 1015 range of temporal 
scale (microseconds of biochemical reactions to the decades of aging processes). As we 
gain a quantitative understanding of human physiology through multiscale mathematical 
modeling and how to adapt these generic models to an individual patient, there is an 
increasing need to describe disability and disease in terms of model parameters and to link 
these parameters into electronic health records (EHRs). In this chapter, we discuss the 
development and use of standards, tools, and software for computational modeling of the 
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human body, including the concept of a physiology circuitboard, and how these could be 
linked to the encoding of patient data in EHR standards such as openEHR.

We discuss the use of openEHR Archetypes to help bridge this substantial gap and to 
illustrate concepts we investigate as an example of a disease arising from a single familial 
genetic mutation (pseudohypoaldosteronism, associated with mutations of the amiloride‐
sensitive epithelial sodium channel, ENaC) that yields multiple clinical phenotypes across 
multiple organ systems.

MULTISCALE PHYSIOLOGICAL PROCESSES

Living organisms are characterized at the molecular level by chaotic thermal energy  captured 
for useful outcomes by dissipative enzyme‐controlled processes that are supplied with energy 
from highly reduced, low‐entropy food and oxygen. The primary constituents are carbohy-
drates, fats, and about 100,000 structurally different proteins (including splice variants) coded 
by about 20,000 genes whose spatially varying expression is carefully  regulated by signaling 
systems that respond to cues from the local tissue environment as well as the current regulatory 
state of each cell. The complex interplay between the genome and the environment, now 
known to include intergenerational epigenetic marking, is described quantitatively by the 
 discipline known as molecular systems biology. The  concepts and equations describing 
behavior at this level include conservation of mass, electrical charge neutrality, the second 
law of thermodynamics, Gibb’s free energy, and the Boltzmann equation. Statistical variation 
is intrinsic at this level because the underpinning processes are chaotic.

Above the 100 nm scale of proteins and molecular biology, the primary organizational 
unit is the eukaryote cell (typical dimension 10 m) and mammals have around 300 types—
neglecting the much larger number of prokaryotic bacterial cells occupying every possible 
external epithelial cell‐lined niche in our bodies. Physiological function, however, really 
only emerges at the 100 m scale of primary functional tissue units (pFTUs) that typically 
embrace five different cell types organized around epithelial conduits (e.g., crypts) or 
 endothelial conduits (capillaries) [1]. Still higher‐level secondary FTUs (sFTUs) such as 
kidney nephrons, liver lobules, cardiac sheets, lung alveoli, bone osteons, colon crypts, 
etc., are the highly organized tissue structures (each containing multiple pFTUs) that are 
replicated (often a millionfold) to support the organ‐level function of the kidney, liver, 
heart, lung, musculoskeletal, digestive systems, etc. [1]. Larger animals just include more 
of these sFTUs in their organs.

Physical processes at the tissue and organ level are described by the equations of 
mathematical physics: Maxwell’s equations for electromagnetic fields, advection– reaction–
diffusion transport equations, the Navie–Stokes equations of fluid flow, and the large 
deformation equations of the finite elasticity theory of solids. These equations capture the 
laws of the physical universe we live in and, subject to the uncertainty of initial conditions, 
boundary conditions, and certain constitutive parameters (see later), are predictive. They 
can be solved on complex mammalian anatomy with numerical methods—predominantly 
the finite element method but with links to molecular mechanisms [2].

A very important aspect of these equations is that they all contain a black box “consti-
tutive law”—an empirically derived relationship that defines various material properties of 
the tissue but hides the molecular detail. The viscosity of blood in the Navier–Stokes 
equations, for example, can be specified empirically as a function of hematocrit, or it can 
be derived from a detailed analysis of blood constituents. Similarly, the reaction––diffusion 
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equation governing electrical activation in myocardium, for example, contains a current 
source term that is defined empirically by the measured current–voltage characteristics of 
each contributing membrane ion channel. The ion channel conductivity and its gating 
kinetics can be described, if the channel protein structure is known, by molecular dynamic 
(in fact, atomic‐level) equations, but it is often useful to summarize the channel behavior 
with an empirical relationship that is either directly measured or computed a priori from 
the underlying physics. In all such cases, the ability to derive the constitutive law from the 
underlying physics is a huge advantage if such an analysis can quantify the influence of 
disease on the underlying components or processes.

It is abundantly clear that physiological processes, from molecular to tissue scale, are 
enormously complex and will only be understood quantitatively via biophysically and 
 anatomically based mathematical modeling and numerical computation. The challenge for 
the Physiome Project (see later) is to establish robust frameworks for computational 
 physiology that ensure reproducibility and reuse of modular model components, and that 
also enable the use of multiscale modeling in patient‐specific (or more realistically 
 subpopulation‐specific) drug design and the development of therapeutic strategies. In the 
following  section, we describe the data and modeling standards, databases, and tools that 
have been developed over the past 20 years to help achieve these goals. The application of 
this  framework to clinical workflows will, however, depend on linking the Physiome stan-
dards to medical informatics and EHRs. In subsequent sections, we explore these links and 
provide an example of how the frameworks can be used to understand diseases associated 
with mutations of the amiloride‐sensitive epithelial sodium channel, ENaC.

PHYSIOME PROJECT STANDARDS, REPOSITORIES, AND TOOLS

Over the past 20 years, a modeling framework for computational physiology has been 
developed, under the auspices of the Physiome Project [3, 4] and the European VPH project 
[5, 6]. The overriding goal has been to facilitate reproducibility, modularity, and reuse in 
computational bioscience: (i) published models and data for biological processes should be 
available in standardized electronic formats that include annotation of the mathematical 
components and variables with their biological and biophysical meaning, and allow 
automated checking of equations for unit consistency; (ii) publications describing these 
models and data should include an electronic workflow in a standardized format that spec-
ifies all information needed to reproduce the results claimed by the publication, including 
the tables and figures; (iii) the model description framework should facilitate modularity of 
model construction, for example, using import mechanisms so that complex models can be 
assembled automatically from simpler components defined as reusable modules.

Modeling Standards

The XML‐based standards for the Physiome Project now include CellML [7] for encoding 
lumped parameter models, FieldML [8] for encoding spatially varying fields, BioSignalML 
[9] for encoding time‐varying signals, and SED‐ML [10] for encoding the computational 
workflow. The molecular systems biology standard (SBML) [11] is also being used as part 
of the framework. A model repository called “Physiome Model Repository” (PMR) [12] has 
been developed for CellML‐encoded models and now includes about 600 models  covering a 
very wide variety of biological processes. Most of these models are curated (to ensure that 
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simulations based on the CellML encoding reproduce the outputs reported in the publication) 
and some are annotated (to provide biological and biophysical meaning to the model com-
ponents). Various freely available open‐source software tools that incorporate Application 
Programming Interfaces (APIs) for some or all of the CellML, SBML, FieldML, SED‐ML, 
and BiosignalML standards are available. OpenCOR [13], for example, is a  general‐purpose 
authoring and simulation environment for CellML models. SBML is designed for molecular 
systems biology with a focus on encoding biochemical reactions. CellML is designed for any 
biophysical model, with the syntax (employing MathML for encoding the maths) being 
agnostic to the application—model components are annotated with biological and biophysi-
cal meaning in the RDF‐based metadata using appropriate ontologies [14]. Table 9.1 lists 
some of these standards, data and model repositories, and software tools.

Minimum Information Standards

Minimum Information standards for Biological and Biomedical Investigations (MIBBI) 
[15] are a set of guidelines for reporting experimental data to ensure that the data can be 
easily verified, analyzed, and clearly interpreted by the wider scientific community. Each 
guideline is drawn up by the relevant community of experimentalists. A good example is 
the Minimum Information about a Cardiac Electrophysiology Experiment (MICEE) [16, 17], 
which defines a schema that includes information about the tissue preparation, the  testing 
environment, the experimental protocols, the recordings made, and the analysis performed. 
There are about 40 such standards registered on the MIBBI website, including a minimum 
information standard for simulation “experiments” called “Minimum Information About a 
Simulation Experiment” (MIASE) [18].

Physiome Model Repository

The Physiome Model Repository (PMR) [12] is an extensible software system that  provides 
the infrastructure for collaborative development and sharing of models and that supports 
basic reasoning over the annotations of its component models. The PMR can be trawled to 

TAbLE 9.1 The Data and Modeling Standards in Use in the Physiome Project, and Examples 
of Repositories and Software Tools Supporting them

Standards Examples Repositories Software

Minimum information 
standards

MIRIAM
MICEE
MIASE

MIBBI

Data encoding 
standards

BioSignalML 
RDF, DICOM

Physionet
CAPdb

BioSignalML
SemSim

Model encoding 
standards

CellML
FieldML
SBML

PMR
BioModels Database
Cardiac Electrophysiology 
Web Lab

OpenCOR
OpenCMISS
SBML software

Simulation 
description standards

SED‐ML PMR
BioModels Database
Cardiac Electrophysiology 
Web Lab

SED‐ML Showcase
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extract a reference to a model, their components and any annotatable object, in particular, 
model variables. The approximately 600 models in PMR [19] are currently listed under the 
following categories: Calcium dynamics, Cardiovascular circulation, Cell cycle, Cell 
migration, Circadian rhythms, Electrophysiology, Endocrine, Excitation–contraction 
 coupling, Gene regulation, Hepatology, Immunology, Ion transport, Mechanical 
 constitutive laws, Metabolism, Myofilament mechanics, Neurobiology, pH regulation, 
PKPD, Signal transduction, and Synthetic biology (see Ref. [19]). Each model in this list 
corresponds to a journal publication and is available as an “exposure,” which provides 
details on the model and the publication from which it is drawn. Various “views” of the 
model are made available: Documentation; Model metadata; Model curation; Mathematics 
(this displays Presentation MathML generated from Content MathML); Generated code 
(C, C++, Fortran77, Matlab, Python); Citation information; CellML source code; and, in 
some instances, a link to launch a software tool to run simulations for that model. Note that 
RICORDO [20, 21] provides the framework for annotating and adding semantic meaning 
to the PMR data and models using the resource description framework (RDF).

The next stage of content development for PMR is to provide a list of the modular com-
ponents of these models each with their own exposure. For example, models for each of the 
individual ion channels used in the publication‐based electrophysiological models will be 
available as stand‐alone models that can then be imported as appropriate into a new 
composite model. The same is the case for enzymes in metabolic pathways and signaling 
complexes in signaling pathways. Some examples of these protein modules relevant to the 
clinical example discussed later are as follows: 

Sodium/hydrogen exchanger 3 https://models.physiomeproject.org/e/236/

Thiazide‐sensitive Na‐Cl cotransporter https://models.physiomeproject.org/e/231/

Sodium/glucose cotransporter 1 https://models.physiomeproject.org/e/232/

Sodium/glucose cotransporter 2 https://models.physiomeproject.org/e/233/

Note that in each case, as well as the CellML‐encoded mathematical model, links are 
provided to the UniProt Knowledgebase for that protein, and to the Foundational Model of 
Anatomy (FMA) ontology [22, 23] (via the EMBLE‐EBI Ontology Lookup Service) for 
information about tissue regions relevant to the expression of that protein (e.g., Proximal 
convoluted tubule, Apical plasma membrane; Epithelial cell of proximal tubule; Proximal 
straight tubule). Similar facilities are available for SBML‐encoded biochemical reaction 
models through the BioModels database [24].

If the data and models based on these XML‐encoding standards are to be useful for the 
Digital Patient, they must be linked to medical informatics. In the next section, we show 
how the Physiome models are linked into organ systems for studying both physiology and 
pathophysiology via the ApiNATOMY circuitboard, review the standards for medical 
informatics, and propose how the two currently rather disparate areas of model encoding 
standards and medical informatics standards could be brought together.

The Physiology Circuitboard

The modeling standards described earlier deal with the encoding of the model equations in 
markup languages (CellML, SBML, and FieldML). The variables and parameters of these 
models are annotated with biological and biophysical meaning via RDF‐encoded metadata 
that provide links to six ontologies maintained by the Open Biomedical Ontologies (OBO) 
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community [25] and adopted by the Virtual Physiological Human community as a standard 
for resource annotation: ChEBI for chemical IDs [26, 27], GO for cellular components 
(GO_CC) [28], the CellType ontology (CT) for cellular entities [29, 30], FMA for gross 
anatomy [22], OPB for biophysics [31], and UniProt for protein citations [32]. Each model 
represents a module that captures the function (including anatomy if FieldML is used) of 
some physiological process, and each module could itself have been assembled by  integrating 
multiple modules. As we move up these scales to the more complex processes associated with 
disease, typically involving multiple tissues, organs, and organ systems, there is a significant 
challenge in assembling these modules into the larger physiological system picture.

To address this challenge, we have developed the concept of an ApiNATOMY 
physiological “circuitboard” [33] that contains the entire 50,000 terms of the FMA in an 
easily accessible form. The term “circuitboard” refers to the formal knowledge we have 
generated to bridge physiological processes across the body, as well as the circuitboard‐
style graphics (illustrated in Figure 9.1) used to create a visual depiction of this knowledge. 
Figure 9.1 shows the circuitboard at the top level (left) and a region where the user has 
zoomed into a part of the vascular system (right). Note that all epithelial tissue (in contact 
with the outside world) is depicted on the periphery, adjacent to the organ systems that are 
in contact with epithelium—the integument (skin), respiratory system, digestive system, 
genital organs, and various sensory organs.

Modeling molecular transitions, for example, within and between diffusive compart-
ments in tissues entails overcoming two formidable representational challenges of tissue 
structure and function, namely, how to:

1. apportion tissue space in terms of diffusive parcellations (i.e., a parcel of tissue 
within which any two points are within diffusion distance of one another) to enable 
the modeling of transitions in molecular co‐location, driven by Brownian motion, 
across subcellular compartments inside and across nearby cells, as well as,

2. connect these parcellations across distances that are well beyond the diffusion limit 
(e.g., to describe the transfer of sodium ions from lung tissue to the kidneys) to 
enable modeling of fluid flow that conveys molecules from one organ to another, or 
across distant tissue regions within the same organ.

A key goal for the clinical scenario discussed below is the modeling of sodium  absorption, 
distribution and elimination (ADE) by multiple tissues. The application of a workflow 
associated with the physiology circuit board [34] overcomes the earlier two challenges to 
generate data and models that coherently bridge diffusive and advective processes in support 
of ADE modeling for sodium. Figure 9.2 illustrates the way in which the use of the FMA 
ontology allows a FieldML computational model of the vascular system to be overlaid onto 
relevant tissue types for linking to, for example, CellML pharmacokinetic models.

The physiology circuit board is also a way of linking pFTUs[35] (the pFTU concept 
described in the first section earlier) in different tissue regions of the body. This is illus-
trated in Figure 9.3.

Standards for Medical Informatics

Having clinical information in electronic form that is computable has been a grand 
challenge for biomedical informatics since the dawn of the discipline [36]. Unfortunately, 
most health information still sits in silos today, and health information exchange for the 
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purpose of supporting care between organizations and levels of care (e.g., hospital to 
 primary care) until very recently has been an exception rather than the norm. The size and 
complexity of the domain and peculiar ethical and medicolegal requirements coupled with 
the variability of healthcare practice as often encountered render most traditional IT 
approaches to eHealth unfit, including standardization activities to date. Connecting for 

FIGURE 9.2 Overlaying a FieldML model of flow in the cardiovascular system (figure on right) 
with tissue components of interest in the physiology circuitboard (figure on left). Annotating compo-
nents of the vascular model with the FMA terms ensures that the 3D computational FieldML model 
can be projected onto the circuitboard to link with a variety of CellML models operating in different 
tissue regions. See Ref. [30] for further details.
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FIGURE 9.3 Mock‐up of an ApiNATOMY circuitboard display, showing anatomical layout of a 
tiled depiction of body regions, edge‐based illustration of advective conduits, and a cylindrical pFTU. 
The histology component of this workflow generates tissue parcellations from 3D histology images, 
known as primary functional tissue units (pFTUs) [35, 1]—these images are annotated with terms 
from the FMA and CT. We apply the modeling component of the workflow to link these tissue units 
to models of long‐range fluid flow over the circuit board.
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Health Programme in the United Kingdom, for example, is considered one of the largest IT 
project failures in history [37]. It is fair to say that, to a large extent, health information has 
been the weakest link in the chain when we consider other related domains like bioinfor-
matics, pharmaceutical, and medical device technology in the quest for integrated 
biomedicine.

An important rule of thumb in capturing structured and computable clinical data is to 
obtain them as part of routine clinical practice, as post hoc data collection has been shown 
to be very expensive, error prone, and at times it is impossible to capture the clinical con-
text in which the data were collected [38]. Data sources can be very diverse and range from 
operational EHR systems to well‐structured longitudinal disease registries and biobanks. 
The patients’ own contribution to health records, increasingly using mobile devices and 
sensors, is also important and can add valuable insights about environmental and behavioral 
factors as well (e.g., food, air quality, exercise, and mood).

Being able to make health information linkable and computable requires standardiza-
tion at various levels (Fig. 9.4). Both data‐ and terminology‐level standards are reasonably 
mature although there is considerable overlap among certain terminology and ontology 
systems such as SNOMED CT [39] and LOINC [40]. It is the content standards that have 
to tackle most of the difficulties arising from breadth, depth, complexity, variability, 
changeability, and longevity aspects of health information management. Indeed much of 
the current debate seems to be focussed on such standards, and there are considerable 
efforts within the discipline to develop fit‐for‐purpose standards and specifications. 
Exchange standards (e.g., HL7 v2 messaging [41] or the fast healthcare interoperability 
resource or FHIR‐based API) further tackle the dynamic aspects of health information 
flow, and ideally they should use the same or a compatible model of information and 
leverage representational aspects from content standards (e.g., use the same definition for 
laboratory results or drugs and adverse reactions).

Based on relevance and adoption patterns, we will focus on SNOMED CT as the termi-
nology standard, openEHR as the content standard that underpins the Clinical Information 
Modeling Initiative (CIMI) [42], and ISO/CEN 13606 [43], and HL7 FHIR [44] as the 
exchange standards.
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FIGURE 9.4 Different layers of standardization for health information.
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SNOMED CT

SNOMED CT is the most comprehensive clinical terminology, encompassing more than 
300,000 unique concepts and about 1.4 million relationships with several language transla-
tions [39]. Governed strongly by the International Health Terminology Standards 
Development Organisation (IHTSDO), its scope encompasses the whole healthcare domain 
for the purpose of encoding the EHR to primarily support care.

Individual concepts are organized into multiple hierarchies (e.g., body structure, clinical 
finding, pharmaceutical/biologic product, organism, and substance) and linked to natural 
language descriptors including synonyms and preferred terms. Following ontological 
 principles, SNOMED CT further defines Attributes and Relationships between Concepts. 
These are mostly “is‐a” type relationships that can be used to infer narrower and broader 
terms, but other types such as “part‐of” or “manifestation‐of” also exist.

SNOMED CT is underpinned by the powerful Description Logic methodology for 
formal interpretation of its concepts and relationships and also supports precoordination 
(e.g., acute gastritis) and postcoordination (gastritis|type: acute) mechanisms to “add more 
meaning” by combining terms.

There is overlap with the widely used International Classification of Diseases (ICD) [45] 
terminology in the area of diseases and with Logical Observation Identifiers Names and 
Codes (LOINC), which is also widely used for ordering and reporting of laboratory tests. 
There is an ongoing harmonization work between the groups and some mappings are 
available. A more relevant issue from the point of view of the Digital Patient is that there 
are also significant overlaps between SNOMED CT and commonly used ontologies in 
computational physiology such as FMA and ChEBI. While each knowledge resource has 
been created to serve a particular purpose, mappings between commonly used ontologies 
in computational physiology and those terminology systems used to encode health 
information will be critical for any future integration.

openEHR

openEHR provides open‐source specifications and tooling to address the difficulties in 
 representation and handling of health information by means of multilevel modeling. This 
results in effective separation of concerns (clinical and technical worlds), and also helps 
tackle the complexity and change. Governed by the openEHR Foundation that was founded 
in 2001 as a not‐for‐profit organization [46], the approach builds on the EU‐funded Good 
Electronic Health Record (GEHR) project from 1991. Although openEHR is not a de jure 
standards development organization, it is increasingly being recognized as a de facto 
 standard and being adopted worldwide, especially by the research community. Furthermore, 
both ISO and CEN have adopted openEHR to create a subset standard for the purpose of 
health information exchange [43].

At the heart of the openEHR formalism is the Archetype, which is a computable and 
reusable discrete model of health information [47]. As opposed to singleton terms usually 
found in terminological systems such as ICD or SNOMED CT, an Archetype corresponds 
to a composite and structured but semantically indivisible unit of health information that 
encapsulates both data and clinical context (e.g., blood pressure measurement). Archetypes 
formally describe structured health information in a way that can easily be understood and 
maintained by healthcare professionals. They combine healthcare concepts, clinical  context, 
data elements and their organization, terminology and associated metadata in a technology 
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agnostic way. Practically Archetypes specify labels, data structures and types, valid value 
ranges, and enumerated values for each information item as well as custom annotations. As 
an EHR standard, it allows for the data model, user interface, messaging and document 
exchange, and legacy system integration to be based on the same set of specifications.

A powerful Archetype‐based querying language is also part of the specifications: 
Archetype Query Language (AQL) [48, 49]. As opposed to using table and field references 
in a relational database or class and property references, AQL queries resemble clinical 
discourse by leveraging the concept definitions, unique paths, and terminology bindings in 
Archetypes. Also, it is very fast as the search algorithms can be implemented in a way that 
uses Archetypes as a map into the data store rather than brute‐force searches.

The openEHR methodology is commonly known as two‐/dual‐level or multilevel mod-
eling: The first level is the reference model (RM) comprising fairly stable technical building 
blocks that depict generic characteristics of health information (e.g., record organization, 
data structures and types). RM provides the means to define clinical context to meet  ethical, 
medicolegal, and provenance requirements. For example, most generic data types coming 
out of programming languages or common libraries fall short of representing medication 
timing in a correct and computable way in a prescription, which is crucial for secondary 
use. RM is represented using the Unified Modeling Language (UML).

The second level consists of clinical concepts that are constructed by pulling together 
and constraining the technical building blocks defined in the RM (e.g., by defining 
 optionality, repeatability, sort order, providing default and assumed values) using visual 
tools. A domain‐specific language, the Archetype Definition Language (ADL), is used to 
express Archetypes. One key distinction of ADL is that one is able to define Object‐level 
constraints (e.g., at data instance level) easily as opposed to Class‐level constraints as 
offered by other information modeling formalisms such as UML or OWL.

Additional levels exist at the level of openEHR Templates (which brings together 
Archetypes and further constraints for local use) and also at terminology/ontology levels. 
This effectively reduces the dependency between healthcare and technical professionals by 
separating the business and technical aspects. A good analogy to understanding how RM, 
Archetypes, and terminologies relate to each other is by using a limited set of standard 
LEGO® blocks to assemble many different structures as shown in Figure 9.5.

The blood pressure measurement archetype is a good example. It consists of both the 
data part that holds the actual measurement data (e.g., systolic and diastolic blood pressure) 
and also the necessary contextual information required for the correct interpretation by a 
different system (or a clinician), such as cuff size (e.g., adult and child) and patient position 
(e.g., lying and sitting). Its mind map representation is given in Figure 9.6.

Archetypes can also import (called slotting) other archetypes so that more comprehen-
sive clinical models can be created. For example, in Figure 9.6 specific archetypes defining 
the sphygmomanometer used during measurements (e.g., Medical Device) and another for 
defining a structured model for the patient’s exertion status could be slotted into [Device] 
and [Exertion] slots.

Archetypes contain all possible data elements for a given concept, hence they are 
Maximal Datasets. In practice, only a fraction of data elements defined in an Archetype will 
be used by any one system; however all data will be interoperable. openEHR models can be 
serialized into other formats, including human readable (e.g., mind maps),  computable 
(e.g., UML, XML, XSD, and OWL), HL7 messages or Clinical Document Architecture 
(CDA), or FHIRs or profiles. Therefore while the content is managed  consistently, 
 downstream technical development can continue without much disruption.
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ARCHETYPE SPECIALIZATION

Archetypes can be modified safely without breaking original semantics and data‐level 
compatibility by a formal method called “Archetype specialization.” New data elements or 
values can be added, and existing constraints can be made tighter (e.g., making optional 
data items mandatory or changing free text to coded text). Archetype Specialization is a 
very powerful, yet simple, mechanism. It ensures backward data compatibility and align-
ment of datasets with different granularities, and also the ability to run generalized queries 
against highly granular specialist repositories.
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FIGURE 9.6 The openEHR CKM blood pressure measurement archetype mindmap.
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ARCHETYPE DEFINITION LANGUAGE

ADL is a declarative domain‐specific language that makes use of existing formalisms such 
as the Object Constraint Language (OCL) and First‐Order Predicate Logic (FOPL). Object 
Data Instance Notation (ODIN) is an openEHR‐specific human‐readable and computable 
data representation syntax. It should be noted that the language itself is independent of RM 
and indeed can be used in domains other than healthcare. The normative ADL version 1 is 
due to be superseded by ADL version 2, which is reasonably mature and driven by high‐
profile initiatives like the CIMI as well as various national eHealth programs.

Using ADL constraints for types, values, cardinality, existence, and occurrences can be 
specified. It is also possible to define local value sets for data items within an Archetype. 
Every data item defined in an Archetype has a unique path and an internal identifier, thus 
together with the Archetype identifier they can be referenced from elsewhere. Archetypes can 
reference other Archetypes, either as a whole (e.g., chaining) or certain items or paths. For 
the interests of modelin, the Digital Patient the terminology and annotation features will be 
quite important. The anatomy of an archetype is shown in Figure 9.7.

It should be noted that an Archetype defines how a particular clinical concept can be 
represented (e.g., data items, structures, value sets, links to external terminologies, annota-
tions, and translations) based on domain knowledge (most archetypes are developed using 
expert consensus). These constraints would apply to each and every data instance that con-
form that a particular archetype. On the one hand, Archetypes, as models alone, can be 

Optional
sections

FIGURE  9.7 Archetype Definition Language sections and their notations (ODIN, OCL and 
FOPL).
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used as a source of domain knowledge for the Digital Patient and complement physiological 
models by providing the definitions for clinical manifestations or parameters.

On the other hand, it is the actual Archetype‐based data instances that contain patient‐
specific information that may provide far more value as these data could be fed into com-
putational models so as to validate them or to generate personalized results. In addition, it 
is also possible to define instance‐level metadata (as opposed to metadata defined at 
Archetype level). For example, for text type data items it is possible to use the Term 
Mappings feature to store RDF‐like subject‐ (unique Archetype path), predicate‐ (with a 
defined URI), and object‐ (terminology query or resource with a defined URI) style 
annotations. In this case, Archetypes can serve as a patient‐specific knowledge source by 
allowing access to instance data.

LINKING ARCHETYPES TO EXTERNAL KNOWLEDGE SOURCES 
(TERMINOLOGY AND bIOMEDICAL ONTOLOGIES)

Linking Archetypes to related knowledge sources (called “terminology binding”)  happens 
in the terminology section. Terminology is used as a broad term referring to  various coding, 
classification and nomenclature systems, controlled vocabularies, and also to biomedical 
ontologies. openEHR defines information in terms of items and their organization for the 
purpose of representation, but their real‐world meaning and  relationships are registered in 
such resources. Every item, including locally defined value sets, can be linked to one or 
more terminological resources for the purpose of nonambiguously defining its meaning. 
Terminology binding allows for expressing much richer semantics and opens up the way 
for data federation and advanced decision support.

In addition to manual binding, it is also possible to define value sets for certain items by 
means of semantic terminology queries. Suppose we want to provide list of terms for an 
Archetype item that defines viral kidney infections. Hence, a query could be written to 
include “is‐a: virus and body‐site: kidney” referencing to SNOMED CT. This insulates the 
clinical model from the complexity and internal workings of complex terminologies. 
Another advantage is that changes to the terminology can be made without breaking exist-
ing applications. HSSP, a joint initiative of HL7 and Object Management Group (OMG), is 
working on the Common Terminology Service Release 2 (CTS II) standard, which spec-
ifies generic properties of terminologies and common operations as well as standard API 
for accessing the terminology service.

While the current usage of the terminology section is focussed on clinical termi-
nology systems (e.g., ICD, LOINC, and SNOMED), semantic queries relevant to inte-
grating computational physiology data and model resources (DMRs) and clinical data 
could be formed for modeling the Digital Patient (e.g., FMA, OMIM, UniProt, OBO 
Foundry, and others).

ARCHETYPE ANNOTATIONS

Annotations are used to provide item‐level metadata and specified by (unique) archetype 
paths and any number of key/value pairs. Where the terminology bindings are found to 
have shortcomings for the purpose of Digital Patient modeling, it is quite possible to exploit 
the annotations feature to achieve the desired capabilities. For example, an RDF‐based 
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annotation scheme can be implemented, which is compatible with current tooling (e.g., 
PMR2, RICORDO etc.). These annotations can then be extracted and stored in an existing 
metadata repository (e.g., in a triple‐store as defined in the RICORDO framework) [46]. 
It is important to note that these are not instance‐level annotations.

OpenEHR MODEL REPOSITORY AND GOVERNANCE

The Clinical Knowledge Manager (CKM) is a web‐based clinical models repository and a 
distributed authoring and governance tool. The openEHR Foundation maintains the inter-
national CKM instance [50] where registration is free for all. Few other CKM instances 
exist to meet local or national needs. CKM works like any distributed version control 
system and supports an editorial process resembling scientific journal peer review. 
Archetype editors identify a group of domain experts and invite them to a round of CKM 
review with a due date. Through the web interface each reviewer can then comment on all 
the individual items of the particular Archetype with a final recommendation as to whether 
to accept (after minor or major revision) or reject them. There can be as many rounds as 
necessary, and when the Archetype is considered mature enough it is published. All 
previous versions and discussions are saved and can be retrieved through the CKM inter-
face. CKM supports a set of APIs to search and access the content, so presumably metadata 
required for Digital Patient modeling could be extracted with ease.

FAST HEALTHCARE INTEROPERAbILITY RESOURCES

FHIR is the latest health information exchange standard from HL7 building on their rather 
unsuccessful v3 suite of standards and also influenced by other organizations such as 
openEHR, Integrating the Healthcare Enterprise (IHE) [51], and modern web technol-
ogies. It is freely available from http://hl7.org/fhir. At the heart of FHIR is the concept of 
Resources, which are very similar to Archetypes, as the basic unit of interoperability such 
as a Patient, Adverse Reaction, or Questionnaire. It should be noted, however, that the 
purpose of FHIR is health information exchange and does not cover the whole of EHR. 
Therefore, there are marked differences in the design of FHIRs versus openEHR 
Archetypes. First of all, FHIR does not concern creating a maximal dataset for a particular 
concept. Instead, FHIR strongly advocates the 80/20 rule, in that only items found in 80% 
of current systems are included in the core specification. The rest can be handled by 
Extensions, which is a formal mechanism that allows implementers to add new items in a 
safe and  discoverable way.

All Resources have globally unique identifiers and are represented in both XML and 
JSON. Each Resource embodies a human readable component that summarizes the data in 
the Resource. Resources can be exchanged in various ways, such as a REST service, inside 
a Message or a Document.

Like openEHR Templates, FHIR Resources can be profiled and bundled to suit certain 
needs. The significance of FHIR for Digital Patient modeling is manyfold. First, although 
it is currently not a normative standard, its simplicity for implementation and adherence to 
modern web standards and technologies have already made it extraordinarily popular in the 
eHealth domain and almost every serious vendor has already invested in the technology. 
Second, there is strong drive from many national programs and particularly the US 
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government for the adoption of FHIR [52]. It is therefore almost certain that FHIR will be 
the actual interface to real‐world clinical data in the near future.

It is evident that core openEHR Archetypes and FHIRs should be aligned for seamless 
interoperability. One way to establish this without reinventing concepts for the HL7 
community would be to jointly develop further resources and use openEHR tooling to 
 create profiles and terminology bindings.

Most vendor systems use proprietary data models and very few have openEHR‐ 
compliant data repositories. Therefore, FHIR may be the logical pathway to normalize this 
proprietary data and make it available for secondary use or advanced decision support 
 (possibly based on openEHR).

A DISEASE SCENARIO

In this section, we draw upon an example from a clinical scenario to illustrate the  application 
of Physiome modeling approaches and openEHR Archetypes to studying pathology 
 mechanisms relevant to a disease condition. We also show how we can draw benefit from 
the application of ontology‐ and vocabulary‐based standards to provide access to data in 
support of modeling objectives.

The Pathophysiology of ENaC

The amiloride‐sensitive epithelial sodium channel, ENaC, regulates sodium reabsorption 
over a number of epithelial sites, such as colon, nephron, salivary gland, lungs, and sweat 
gland [53].

Mutations in the gene for this channel may have two, opposite, effects on sodium 
physiology: 

1. Pseudohypoaldosteronism (PHA): a reduced function of the channel may lead to 
hypovolemia, acidosis, and hyperkalemia [54], as well as a cystic fibrosis‐like impact 
on the lung, giving rise to a predisposition to recurrent chest infection [55].

2. Pseudoaldosteronism (PA): a hyperactive function of the same channel may lead to 
alkalosis, hypokalemia, and an excessive accumulation of sodium in the extracellular 
fluid, giving rise to hypertension.

The time course for the complications caused by the genetic dysfunction of ENaC can also 
vary considerably between different mutations—some conditions may resolve through 
physiological compensation within the first few years of life [56], and others may be fatal 
unless properly diagnosed and may require life‐long monitoring [57].

Challenges to Modeling

The study of the spectrum of the physiological effects of ENaC mutation, therefore, gives 
rise to the formidable challenge of modeling these effects by taking into account the 
range of:

1. Size scales: For example, representing the impact of altering rates of sodium 
absorption at cellular level on the pressure of blood at the level of the heart and aorta;
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2. Time scales: For example, representing the temporal link between the excessive 
accumulation of sodium in the lung leading to thickening in the consistency of  alveolar 
fluid, and eventual bronchiolar atelectasis, and bacterial overgrowth in the airways;

3. Interacting sites: For example, (i) although the same mutated gene is being 
expressed across the range of tissues described earlier, the simulation of tissue‐
specific activity of this channel will require parameterization to reflect the effect of 
the  electrochemical environments predominant in those organs. (ii) Modeling the 
influence that  different tissue sites exert on each other (i.e., both within the same 
organ and  between organs) is essential, as in the case of chest infection in PHA that 
leads further worsening of hyponatremia due to the inappropriate section of ADH 
by the brain [58, 59].

Applying the Knowledge Representation

The flow modeling strategy to describe the multiscale processes for the handling of sodium 
ions by ENaC is to link (i) FMA‐annotated advective segments conveying blood and other 
fluid types to (ii) the central advective channel of FMA‐ and CT‐annotated pFTUs  generated 
from the parcellation analysis of the colon, salivary gland, lung, sweat glands, and kidney. 
This linkage is assembled and visualized via the ApiNATOMY graphical user  interface 
(GUI) described earlier.

Advective flow is modeled through the advective network using OpenCMISS [60]. 
Time‐varying solutions for pressure, flow, and sodium concentration are computed 
from the relevant models and exported to ApiNATOMY for display on the semantic 
graphs corresponding to the relevant anatomical region. Once the pressure and flows 
have been computed throughout the advective systems, an advection–diffusion equation 
is solved in order to compute the concentration of the sodium ion along these systems. 
The result of this computation is then a time‐varying concentration of the ion in every 
tissue of the body. This computed transient tissue ion concentration provides an input 
to combinations of cell models encoded in CellML that share annotations with pFTU‐
based models. The PMR contains many examples of tissue processes for electrolyte 
regulation.

Simulations for the effect of tissue expression of ENaC on sodium concentration are  carried 
out on a GET model server (GMS documentation and code available at Refs. [61, 62]), a 
standalone server that provides web‐services for interacting with CellML models. The  services 
relevant here are those related to the model simulation service. The steps linking the execution 
of the simulation of CellML models using GMS to the ApiNATOMY GUI are illustrated in 
Figure 9.8.

The ApiNATOMY component contains a central timing module to control and synchro-
nize dynamic model content, such as certain simulations and animations. The timer can run 
in real time, or be manually controlled through a slider‐bar.

By interfacing with the GMS, ApiNATOMY allows direct interaction with CellML 
models synchronized through the timing module. The semantic metadata repository asso-
ciated with the PMR allows ApiNATOMY to discover the various variables of a CellML 
model, and display their traces in a line‐chart, or set of line‐charts. These charts can also 
show “alternate timeline” traces for comparison purposes, and will show exact values on 
mouse‐over of glyphs, representing these variables in the correct anatomical context. 
Mouse‐over on graph depictions of blood vessels, also gives rise to displays of location‐
specific pressure, flow, and ion concentration data.
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A Clinical Model

The objective of modeling for this clinical example is twofold: (i) to create a blueprint to 
represent common clinical features of PHA based on general medical knowledge and 
population‐level data to supplement the computational models and (ii) to create patient or 
subpopulation‐specific models that can be instantiated with real clinical data (possibly 
aggregated from disparate sources) so as to make possible personalized simulations and 
visualize temporal disease patterns in the longitudinal health record. It is important to 
recap the fact that Archetypes define data instance‐level constraints on generic RM 
objects, so building a PHA Digital Patient model with default values and reference ranges 
taken from generic knowledge or population‐level data will serve (i), and using this 
model to represent actual data (either by openEHR‐based GUI applications or external 
data normalized using the model) will serve (ii). In effect, when the model itself and in-
stance data are annotated using clinical terminology and ontologies interoperable with 
those used by the computational physiology community, a key functionality can be added 
to ApiNATOMY and other relevant tools to link to real and computable clinical 
information relevant for that context (e.g., renal disease prognosis when hovering over 
genitourinary system tile).

As indicated earlier, pseudohypoaldosteronism (PHA) comprises a heterogeneous group 
of disorders of electrolyte metabolism characterized by an apparent state of renal tubular 
unresponsiveness or resistance to the action of aldosterone. Clinical characteristics include 
hyperkalaemia, metabolic acidosis, and a normal glomerular filtration rate. Affected indi-
viduals may also present with hypervolemia, renal salt wasting or retention, hypotension or 
hypertension, and elevated, normal, or low levels of renin and aldosterone based on various 
underpinning mechanisms.
SNOMED CT has the following entry for PHA:

Pseudohypoaldosteronism (disorder) [77098009]

Pseudohypoadrenocorticalism (synonym)

There are four subtypes:

1. Pseudohypoaldosteronism, type 1, dominant form (disorder) [85880000]

2. Pseudohypoaldosteronism, type 1, recessive form (disorder) [91180009]

3. Pseudohypoaldosteronism, type 2 (disorder) [15689008]

4. Pseudohypoaldosteronism, type 2A (disorder) [703254001]
(synonym: Gordon hyperkalemia–hypertension syndrome)

Using relationships and hierarchies, we can also infer from SNOMED CT that PHA is 
a metabolic disorder of transport (disorder) [111394006]. Subtypes of PHA, such as 
the type 1 recessive form, have additional information indicating that it is a hereditary 
disorder of the endocrine system and are associated with the adrenal cortex as the 
body site.

SNOMED CT also includes related entries that may be associated with PHA, for 
example, Hyperkalemia [14140009], Hyperkalemic acidosis [237847005], Hypercalciuria 
[71938000], and Renal calculus [95570007]. Figure 9.9 illustrates how these SNOMED 
CT terms can be bound to the openEHR Problem/Diagnosis Archetype.
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In order to capture the essential clinical features of PHA, the following Archetypes 
could be used in the proposed way from openEHR CKM:

1. Problem/Diagnosis Archetype (URL: http://openehr.org/ckm/#showArchetype_ 
1013.1.169) This archetype is used ubiquitously to record health problems, mostly 
diagnoses, as recorded by healthcare professionals together with rich clinical  context. 
Archetype item [Problem/Diagnosis] is usually bound to SNOMED CT and hence 
most EHR systems offer selection of terms from a predetermined list. This Archetype 
will serve for expressing the clinical condition of PHA together with other associated 
data and clinical context (Fig. 9.9). At instance level (e.g., in a clinical data reposi-
tory using Archetyped data), it could be used to identify patients with PHA as well 
as associated clinical findings (e.g., recurrent chest infection or renal calculus) using 
the terminology bindings given earlier. Archetype item [Age at Onset] and [Age at 
Resolution] will provide useful information about the onset and course of the 
condition and can be used to differentiate the different variants of PHA.

2. Family History Archetype (URL: http://openehr.org/ckm/#showArchetype_ 
1013.1.1633) This archetype is used to capture the problems and diagnoses found in 
genetic relatives and can be configured to denote the various PHA inheritance  patterns 
at model level. Again it can be used at instance level to access real clinical data.

3. Symptom Archetype (URL: http://openehr.org/ckm/#showArchetype_1013.1.195)
This generic archetype can be used to define various symptoms related to PHA and 
also used to retrieve this information from patient records.

4. Pathology Test Result Archetype (URL: http://openehr.org/ckm/#showArchetype_ 
1013.1.1401) This archetype and further specializations (e.g., urine protein) can be 
used to express and retrieve all test result–related information about PHA. In most 
cases, LOINC will be the choice of clinical terminology for coding of laboratory 
tests in today’s EHR systems.

5. Precise Anatomical Location (URL: http://openehr.org/ckm/#showArchetype_ 
1013.1.356) This generic archetype can be used to depict the exact anatomical 

URI Supporting clinical evidence

Status

> PHA variants [77098009, 85880000, 91180009,
15689008, 703254001]
> Hyperkalaemia [14140009]
> Hyperkalaemic acidosis [237847005]
> Hypercalciuria [71938000]
> Renal calculus [95570007]

Protocol

Terminology bindings to SNOMED CT Terminology
bindings to FMA

Slot Archetype:
Precise anatomical
location

Problem/diagnosis

Description

Severity

Date of onset

Age at onset

Body site

Body site details

Previous Occurrences

Related Item

Date of resolution

Age at resolution

Diagnostic criteria

Clinical stage/grade

Data

Description

Description

Relationship type

Description

Number

Date of last occurrence

Frequency

Item

Problem/diagnosis

FIGURE  9.9 Problem/diagnosis archetype from openEHR CKM with example SNOMED CT 
bindings.
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location for  different types of clinical information required for the PHA patient 
model, such as [Body Site Details] in the Problem/Diagnosis Archetype or micro-
scopic findings or any kind of medical imaging results. It will have an important role 
in linking clinical data spatially to multiscale models. [Name of location] for 
example, can be bound to FMA.

SUMMARY AND CONCLUSIONS

The goal of this chapter has been to summarize the infrastructure being developed for 
 multiscale computational physiological modeling by the Physiome Project and the infra-
structure being developed for medical informatics, and to explore ways in which these two 
fields could be linked through the Archetype data model of openEHR. We have used a 
particular disease model (pseudohypoaldosteronism) to illustrate concepts.

openEHR‐based models of the Digital Patient can provide key knowledge about clinical 
concepts and their relationships, which can link to relevant computational models. When real 
clinical data are available conforming to this model, personalization of computational models 
becomes possible, and this can pave the way for a whole new raft of advanced clinical 
decision support tools. Even if source data may not be available in Archetyped format, this 
Digital Patient model can be used as a canonical health record architecture to normalize dis-
parate data sources, which can then be queried consistently [63]. For example, an AQL query 
can be formulated to evaluate prognosis of subjects having early‐onset PHA with autosomal 
recessive inheritance and with multiple organ involvement using above Archetypes.

This normalization step can be critical, for example, date/time primitive data types used 
by the majority of current systems to represent the timing of clinical phenomena (e.g., 
 medication timing) may fall short of meeting the semantic precision required for multiscale 
temporal representations for computational physiology. It is evident that an important step 
in any workflow should involve researchers to identify what kind of clinical concepts 
would be relevant to a particular modeling context (e.g., PHA, cardiovascular disease, or a 
rare disease) and decide on particular terminology bindings that would facilitate the linkage 
of multiscale models. Tools working with real clinical data should also incorporate 
the functionality to annotate Archetyped data instances using preferred open biomedical 
ontologies.

We can discuss about both model‐ and data‐based inferencing over rich collections of 
clinical data sources integrated with the computational models. A probable example would 
be a biobank expressing all its clinical data using the openEHR‐based Digital Patient 
model, which have Archetype terminology bindings not only to clinical terminology but 
also to other biomedical ontologies like CheBI, UniProt, Gene Ontology, and OMIM as 
well as instance‐level annotations. These metadata can be extracted as semantic annota-
tions for every instance and stored in the same metadata repository such as the CellML 
models, thus offering a one‐stop‐shop querying capability for researchers to find related 
data and model resources (DMRs).

Linking computational models with health information has the potential to open up new 
vistas for biomedicine. The vast amount of clinical and wellness data could help validate 
such models and allow for customization of such models to individual patients or certain 
subpopulations (i.e., personalized medicine). Ultimately, this could lead to a new generation 
of hybrid model and data‐driven decision support tools with better predictive power and 
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precision at patient and population levels as well as paving the way for new breakthroughs 
in our ability to understand biological systems and develop new technology (see, e.g., 
[64]). The clinical application of the Physiome and openEHR standards and software 
frameworks discussed in this chapter will benefit greatly from the creation of appropriate 
clinical workflow environments such as the recently completed VPH‐Share project [65].
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INTRODUCTION

Until 50 years ago, knowledge acquisition in the biological sciences was a matter of obtaining 
data and drawing conclusions from observations. Research has shown that the human mind 
is capable of focusing on a limited number of constructs simultaneously [1]. Biological 
models consist of nonlinear dynamical systems, and understanding their behavior requires 
accounting for multiple thresholds and sensitivities simultaneously. Together, these facts 
imply that the present method of progress in biology is eventually self‐defeating: there will 
come a point where too many factors must be accounted for to understand any system com­
pletely. Mathematical modeling represents a method of integrating experiments into a 
coherent whole, allowing knowledge to be synthesized, rather than attained. In this way, 
mathematical models make future progress in biology possible.

As a case in point, consider the circulatory model of Guyton, Granger, and Coleman in 
1972 [2]. At that point, a great debate was occurring over the causes of hypertension in the 
physiological human. Guyton used his early research into the concepts of unstressed fluid 
volume and natriuresis [3–7], Starling’s observations on the behavior of the heart at differ­
ent inflow pressures [8], and observations of the secretory profiles of renin, aldosterone, 
and vasopressin to create an integrated model of human volume homeostasis. With a focus 
on quantitative analysis of the feedback mechanisms involved, Guyton’s effort was the first 
model of quantitative integrative physiology; the paradigm that first incorporated physics‐
based modeling into the biological world, and inspired the in silico human. The model 
synthesized previous observations to create a tool in which hypotheses were testable. 
Furthermore, because the tool was physics‐based, composed of relationships demonstrated 
in the laboratory, and drawn together with simple physics, its results were readily interpret­
able and easily acceptable. With the model, Guyton showed that hypertension could not be 
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a cardiac disease, or a vascular disease, but was a disease of the kidney as described by the 
renal function curve describing urinary output as a function of arterial blood pressure. This 
model serves as an exemplar of knowledge synthesis, despite anyone’s opinion on the 
 conclusions drawn.

 Guyton’s model offered several lessons concerning the importance of the systems 
approach. The first was psychological: understanding mechanisms can lead to overesti­
mating the influence of those mechanisms on system‐wide behavior. The case in point was 
the ability of the heart to increase blood pressure by increasing cardiac output. Second, 
multiple mechanisms may vie for control of a single pathway; understanding the individual 
mechanisms separately does not guarantee that the pathway will be similarly understood. 
The importance of feedback, redundant systems, and the nonlinearity of the submodels 
combined to yield counterintuitive and scientifically unpopular conclusions, which exper­
iments have confirmed over the next decade. What Guyton’s model did not do was adapt, 
in general, to different chronic states. The importance of this lack is apparent: 40 years 
later and physiologist still cannot explain the origins of hypertension in a majority of cases. 
The modern view of quantitative systems biology accounts for this lack of adaptation with 
its insistence on multiscale modeling. Guyton’s model was an early example in biology and 
physiology of a physics‐based model (PBM). PBMs use the laws of physics and chemistry 
to produce results. They are mechanism based and time dynamic, allowing pathology to 
develop naturally. At the lowest level, models of specific mechanisms are PBMs. At this 
level, models are representations of the conclusions of basic scientists: they express quan­
tified relationships between physiologically significant entities. Examples include agonist‐
receptor models [9, 10], second messenger signal models [11–14], finite element models 
of failure modes in trabecular bone [15–18], model metabolic networks [19–22], or 
models of blood flow through large arteries or microcirculatory networks [23]. PBMs 
span the spectrum of physics because human physiology comprises a complex mixture of 
interacting systems, all predicated on physics and chemistry.

Thinking of such models as atoms, one can see how atoms may be fit together to create 
a compound structure allowing more subtle analysis to be performed. As such, they provide 
an ideal framework to extend the work of basic science by integrating conclusions into 
more complex structures suitable for testing complicated hypotheses. The ability to extend 
and focus on mechanisms is the principle strengths of PBMs, as they allow straightforward 
generalization and interpretation. However, carefully maintaining modeling standards is 
critical to retain these attributes and to represent accurately the evidential value associated 
with a complex model.

MODELING SCHEMES

Technological advancements have paved the way for new approaches to modeling, simula­
tion, and visualization. Modeling now encompasses high degrees of complexity and holistic 
methods of data representation. Various levels of simulation capability allow for improved 
outputs and analysis of discrete and continuous events, and state‐of‐the‐art visualization 
allows for graphics that can represent details within a single shaft of hair [24].

The human body is an amazing machine comprising multiple organs, tissues that interact 
to maintain a homeostasis. Pathology is due to alterations in one or more tissues or  systems: 
due to the integrative aspects of the human body, alterations in one system may induce 
changes in the physiology in other systems.
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Modeling has experienced a philosophical shift, with the advent of genetics, proteomics, 
and metabolomics. The ability to understand humans at the most fundamental level of 
biologic detail has encouraged the idea that medicine itself can be personalized. Realizing 
this goal requires the ability to make accurate predictions about how a patient will react 
to a treatment (or to no treatment); however, the reductionist approach to science and 
modeling cannot satisfy that need. Instead, the systems approach to biological modeling 
has begun to grow in importance as a translational tool. As the perception of the necessity 
of modeling to understand complex systems and to predict outcomes has increased, sys­
tems biology has had to adopt a more mature goal. Now systems biology is engaged in 
modeling and understanding mechanisms and interactions in a qualitative manner over 
multiple timescales, creating truly multiscale models and a philosophy of “quantitative 
systems biology” or “quantitative integrative biology” (Fig. 10.1). The applications of this 
philosophy in individual disciplines have been reviewed [25–27]. This philosophy 
acknowledges the importance of the interplay between systems in producing responses in 
cells, tissues, and individuals.

Several pieces must be in place to realize this interplay in a single mathematical 
model. These pieces include reductionist modeling at a variety of special and tem­
poral scales, the development of an ontology allowing models to communicate with one 
another, and finally the creation of a top‐level model that allows reductionist models to 
be “plugged in,” creating an integrated model framework that allows testing and generation 
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FIGURE 10.1 The hierarchy of model types and levels. The hierarchy of models stretches from the 
most reductionist intracellular model, developed from data obtained in tightly controlled conditions, 
through the classical multiscale integration of cellular processes into tissue and organ process, up to 
the top‐down models of macroscopic interactions between organ systems. The digital patient will 
require full integration through all levels.
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of hypotheses. Different groups have developed distinct philosophies for approaching 
these problems, but none has solved the problem completely.

The most common type of model in biology is a reductionist model, in which the scien­
tist looks at specific segments of the body, in essence taking the pieces apart. This philos­
ophy has a strong following because it reinforces the scientific method. By controlling 
everything else, a single component of a system is tested and understood. PBM has been 
used extensively as a tool for reductionist biology, for example, in models of cell signaling, 
especially with cross‐talk, pharmacological models, and models of mechanical properties 
of tissues such as bone or muscle.

Given a collection of reductionist models that cover a system of interest, the models 
must communicate with one another. Numerous challenges present themselves at this 
point, including problems of temporal differences between submodels, scaling between 
different submodels, and differences in the assumptions that underlie the different submod­
els. These challenges have been approached in a variety of ways, including model transla­
tors that provide protocols allowing disparate models to communicate [28] to utilizing 
strict model languages that require translation of submodels [29, 30].

Finally, a “top‐level” model must tie all designated models together in a framework that 
allows for hypothesis testing and generation. This step has been the most challenging, and 
has again attracted a variety of solutions. These solutions reflect most acutely the philos­
ophy and intentions of their developers. One such viewpoint is the minimum model philos­
ophy, in which a model is constructed that is minimal with respect to the hypotheses being 
tested. This philosophy has been common in the clinical and research activities discussed 
later in the chapter. At the other end of the spectrum is the “whole human” philosophy, 
which seeks to realize all aspects of man and woman in model form. A diverse collection 
of consortia that we discuss in the following represents this philosophy.

Modeling Consortia

The approach to creating digital patients has been to create numerous models with the 
eventual goal of sewing them together to create an integrative model. For this purpose, 
different groups have adopted language standards to facilitate eventual integration. The 
groups have specific requirements for model curation and upkeep, guaranteeing a consistent 
product with clear evidential support.

The IUPS Physiome Project comprises multiple institutions focusing on specific 
strengths of each research team. This work is found at http://physiomeproject.org/. The 
Auckland Bioengineering Institute has provided tools, markup languages, and modeling 
environments as a basis for the project. This site provides individual models developed in 
CellML, a standard markup language developed by the Physiome Project. The models 
include an extensive group of models including Calcium Dynamics, Cardiovascular 
Circulation, Electrophysiology, Ion Transport, Metabolism, pH Regulation and PKPD.

The Virtual Physiological Human project, based in the European Union, http://www.
vph‐institute.org/ has the mission “to ensure that the Virtual Physiological Human is fully 
realized, universally adopted, and effectively used both in research and clinic.” The group 
has developed a three‐prong strategy toward realizing digital patients. The first focuses on 
developing systems that allow clinical and laboratory observations to be cataloged and 
shared. Currently, data representing anatomy, physiology, and pathology are available. The 
second focus is on using multiple experts to analyze their data and collaboratively generate 
hypotheses that integrate different scientific viewpoints. The VPH provides >1000 curated 

http://physiomeproject.org/
https://models.physiomeproject.org/calcium_dynamics
https://models.physiomeproject.org/cardiovascular_circulation
https://models.physiomeproject.org/cardiovascular_circulation
https://models.physiomeproject.org/electrophysiology
Ion Transport
https://models.physiomeproject.org/metabolism
https://models.physiomeproject.org/ph_regulation
PKPD
http://www.vph-institute.org/
http://www.vph-institute.org/
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and noncurated computational models of biological processes. Early work has resulted in 
an ontological system for development. The final focus is on connecting disparate models 
over multiple timescales and systems to create predictive mathematical models for testing 
systems spanning hypotheses.

The University of Washington Physiome Project, http://www.physiome.org/ has devel­
oped the JSim software, which is used to solve biological models written in Mathematical 
Modeling Language (MML). Like VPH, the NSR Physiome Project uses a strategy combining 
data repositories, a knowledge integration step consisting of mathematical modeling at 
multiple special and temporal scales, and open‐source machinery for searching and using 
the stored data and models. Almost 400 models are available for users.

The NMS Physiome Project was intended to develop simulations of the neuromuscular 
skeleton systems http://www.nmsphysiome.eu/. The project concluded in 2013 with the 
release of two model‐building software modules. The first module, NMSBuilder, was a 
toolkit for modeling muscle movement from patient specific data. The second was a prob­
ability‐based module, which interfaces with models developed in NMSBuilder to extend 
the range of motion to more realistic levels. The innovation in this project was its focus on 
using patient‐specific biomedical data for its musculoskeletal simulations.

The Ministry of Education, Culture, Sports, Science and Technology in Japan fund the 
HD‐Physiology Project (http://hd‐physiology.jp). There are currently three areas of focus: 
Research and Development of Software Platform for Integrative Multi‐Level Systems 
Biology, Multi‐Level Systems Biology of Cardiac Electrophysiological Activity, and 
Multi‐Level Systems Biology of Small Molecular Dynamics in Circulation. At the current 
time, 2014, this group does not appear to have developed simulation projects that are 
available to other investigators.

HumMod

All of the consortia discussed thus far began their work with reductionist models and the 
development of an ontology to allow them to be integrated into a whole model. Guyton 
took the opposite approach with his model. It incorporated empirical and mechanistic 
aspects, allowing a framework to be built, to which models that are more detailed could be 
added. The project was limited by several factors, including the particular questions Guyton 
and his students asked and the computational tools available to the group.

Over the subsequent years, Dr. Guyton continued to develop his model in FORTRAN, 
and this model has been used by other investigators [31–34]. Dr. Thomas Coleman 
continued to modeling effort with “Human” a DOS based simulation written in basic, then 
QCP, a Windows‐based program written in C++. To be able to easily modify the physiology 
in a modeling environment, Coleman, Hester, Summers, and Pruett developed HumMod, 
composed of a solver module and physiological content in an XML format [35]. It is 
a unique top‐down model of human physiology. A version of HumMod can be downloaded 
at http://hummod.org.

The problem with top‐down models in general and HumMod in particular is that 
parts of the model are not mechanism based, but instead are desired responses based on 
observations. In other words, a blood vessel dilates some amount in response to exposure 
to a certain stimulus because the code specifies the expected dilation specific to that 
stimulus, not because intracellular factors combine to alter vessel wall mechanics 
according to biochemical/physical laws. In other words, the integrative model needs a mul­
titude of reductionist components to mechanistically model real responses. Conversely, 

http://www.physiome.org/
http://www.nmsphysiome.eu/
http://hummod.org
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reductionist models need a top‐down model so that the importance of particular mechanisms 
in causing responses in systems or organisms can be assessed. This underscores the sig­
nificance of both types of PBMs, and the extreme importance of linking efforts to create 
models that accurately reflect real patients in the digital setting.

Population Modeling with PBM

When discussing the digital patient together with PBMs, one needs to consider the factors 
that make a real patient so complicated. PBMs are by their nature either deterministic or 
use probability to generate behavior in networks of agents to calculate a systemic response 
[36]. There are a large number of deterministic simulations of biological pathways. The 
deterministic design results in simulations that provide consistent results. However, 
individual human responses are not consistent; patients are different, with different sus­
ceptibilities, immunities, and responses. Developing the digital patient then requires a 
new paradigm.

At the most fundamental level, differences arise because of differences in individual 
genomes, whether due to inheritance, parental stresses, or environmental factors. This ge­
netic variation manifests as differences in expression levels of proteins or structural 
factors, or alterations in metabolic capacity, or any number of other subtle or pronounced 
deviations from some perceived “normal state.” As these differences propagate through 
the nonlinearities in the system, different responses to a given stimulus might appear. The 
rules that describe how expression levels are decided, and the particular collection of 
 metabolic pathways available to an individual, and all of the other subtle features that 
make one individual distinct from another, these are the physiome, the informational 
content of an individual’s physiology.

Considering the physiome as the relationships between systemic and environmental 
factors, any model can be tailored to individuals by refitting its independent variables. In 
this way, the response to a stimulus and, in a sufficiently advanced model, the adaptation to 
stimuli in the model is identified with the same response in the individual, and the model 
becomes a representation of the individual. From the modeling perspective, a digital patient 
is one sample from all possible physiomes, and ideally, one that matches a particular 
individual. This observation has applications to personalized medicine in two very distinct 
ways. First, it suggests an approach allowing the modeler to convert information about a 
response to information about the individual (the descriptive problem). Given a response, 
one can search for physiomes that match that response. Conversely, given information 
about an individual’s physiome, one can predict the range of responses to a new challenge 
(the predictive problem). In the extreme, this case involves matching an individual to his or 
her physiome. This is an intractable problem for now, but there are techniques for extracting 
partial solutions to both problems.

The first step to modeling the physiome is to understand how changes in independent 
model variables (parameters) affect the model response to perturbations. In essence, this is 
a sensitivity analysis pointed not at understanding the robustness of the model, but at under­
standing the physiome through the lens of the model. Thomas’s group used a version of 
Guyton’s model and performed a sensitivity analysis when modifying parameters used in 
the calculations [34]. Restricting their analysis to 96 parameters and 276 variables, they 
created a population of 384,000 patients. Their focus was on blood pressure regulation, and 
they found a distribution of blood pressures with a mean pressure of 106 mmHg, with 2/3 
of the population having a mean arterial pressure (MAP) greater than 106 (Fig. 10.2). This 
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work provided an excellent sensitivity analysis of those parameters and variables in 
Guyton’s model that were responsible for the increase in blood pressure. This provides 
possible targets for pharmacologic or lifestyle interventions, with the limitation that all 
effects were considered singly.

The key development toward solving the descriptive and predictive problems in physics 
based modeling in physiology has been the appearance of population models. Rather than 
concentrating on a model that matches the typical human reaction to a stimulus, Monte 
Carlo sampling of model parameters yields collections of individuals that behave differ­
ently to fixed stimulus.

Typically, modelers use Monte Carlo sampling to understand parameter sensitivities or 
model robustness, or to estimate the model uncertainty with respect to the parameter 
choices. This approach is common in weather prediction, where parameter variations deter­
mine the paths a storm might take, or the range of temperatures a physical location might 
see in a day. This technique originated in game theory, but moved quickly to biological 
systems analysis [37].

In the PBM context, populations sampled via Monte Carlo methodology can be cali­
brated to match the population response. A variety of techniques exist to perform this 
 calibration. Starting from a random sample, bootstrapping methods or Metropolis–Hastings 
[38] algorithms are viable choices. The human population is identified with the model and 
its independent variables, and the resulting calibrated object can be used for solving either 
the predictive or the descriptive problems. Pruett used this technique in a reduced form of 
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FIGURE  10.2 Population modeling of blood pressure. Thomas’s group used one‐at‐a‐time 
methodology to perform a sensitivity analysis on an extended form of Guyton’s model [4]. 
Calculating mean pressure from diastolic and systolic pressure, almost 2/3 of sampled individuals 
were hypertensive. (Adapted from Moss et al. [34].)
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Guyton’s model to predict multiple factors that would combine to predict individual 
response to hemorrhage [39]. This technique has the added benefit that simultaneously 
sampling a group of model parameters allows the mixed effects to be calculated.

In standard PBM, a model is describing a unique system in which only one outcome 
may occur, and uncertainty is concentrated in the inputs. In biological PBM, both the input 
data and the model relationships themselves are subject to uncertainty. In models with a 
broader basis in physics and lesser emphasis on empirical relationships, parameter 
(independent variable) uncertainty and measurement uncertainty become the dominant 
factors. It is critical that we develop techniques for separating and quantifying these effects.

PBM in Education

Simulation for training has been used extensively since the 1930s when Edwin Link devel­
oped the flight simulator. Over the next century, training simulators such as for pilots, 
astronauts, and the military have become extremely realistic and have proven to be valuable 
in training. Medical simulators started in 1960 with Resusci Annie, but these simulators 
had minimal physiology. Over the next 50 years, there has been a dramatic improvement in 
the development of medical simulation tools, from mannequins to task trainers to avatars. 
However, with all of these systems there is minimal description of the physics‐based phys­
iology used to provide medical scenarios. The following provides a brief description of 
PBM of human physiology used for educational purposes. There are two excellent review 
of the history of medical simulation [40, 41].

Desktop computer and mannequin PBMs of human physiology have been used in edu­
cation from the mid‐1980s. These packages can simulate acute and chronic medical con­
ditions. Desktop trainers emphasize teaching the mechanisms that underlie patient 
responses. The majority of the desktop computer‐based models have mainly focused on 
anesthesiology training. Smith’s group developed an analog model to understand the 
uptake and distribution of various anesthetic gases [42, 43]. Over the years, this was 
expanded and became the “Body” simulation package which the current HumanSim 
project by Applied Research Associates is based on (http://www.humansim.com/solutions/
technologies [29]). Hardman’s group created the Nottingham Physiology Simulator [44] 
(http://www.hardman01.plus.com/index_files/nps.htm [45]). However, at the time this 
site was accessed (November 2014), the most recent version of the software was not avail­
able. Schwid and O’Donnell developed a desktop simulation for anesthesiology [46] 
which has expanded into a series of healthcare simulations, now marketed by Anesoft 
(http://anesoft.com/). Dr. Thomas Coleman expanded his work with Dr. Guyton from the 
1970s into the development of Human, a Dos‐based integrative physiological simulation 
[47]. Human was converted to the Windows‐based Quantitative Circulatory Physiology 
(QCP) [48] which is the basis for HumMod [35] (both available at http://hummod.org). 
A list of computer‐based simulations can be found at http://www.pennstatehershey.org/
web/simulation/home/available/cbs (October 2014).

Unlike desktop simulators, mannequins are used to train the medical professional how 
to respond to a specific situation. We will consider only high‐fidelity hybrid mannequins, 
which combine the physical mannequin with physiological software and user interfaces to 
allow scenario programming. Mannequins have been developed for training the treatment 
of acute scenarios such as hemorrhage, airway maintenance, and drug responses. Because 
trainees, by altering the timing of interventions and specific dosages and rates in those inter­
ventions, have access to an unlimited number of actions, the best mannequins utilize 

http://www.humansim.com/solutions/technologies
http://www.humansim.com/solutions/technologies
http://www.hardman01.plus.com/index_files/nps.htm%20
http://anesoft.com/
http://hummod.org
http://www.pennstatehershey.org/web/simulation/home/available/cbs
http://www.pennstatehershey.org/web/simulation/home/available/cbs
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a  PBM. However, in most cases the description of the underlying physiology is not 
 disclosed. For example, most mannequin manufacturers state, “vital signs respond to 
hemorrhage and therapy.” However, published experiments in humans suggest that patients 
respond differently to hemorrhage [28]. Therefore, it is unclear whether the “appropriate” 
response by the mannequin is consistent with what would be observed in humans.

A recent paper compared the simulation results of the METI HPS during oxygen 
administration and apnea with human studies [49]. The authors found that oxygen satura­
tion on the METI decreased much later during apnea than observed in clinical situations. 
The lack of a fall in saturation occurred whether preoxygenation was performed or not. 
The authors recommend that “The debriefing after simulation of critical situations or the 
use of the METI simulation to test a new equipment must consider these results” [49]. 
Although the METI simulator had the most realistic airway of four surveyed mannequins 
[50], anatomical differences were cited as contributing to the problems in performance. 
This illustrates one of the challenges facing mannequin producers: matching anatomic 
reality to allow lifelike behavior in the mannequin complicates interfacing the simulation 
software with the outside world.

Pettitt, Norfleet, and Descheneaux suggested that the physiological fidelity of the soft­
ware or mannequin can be adjusted based on the healthcare provider being trained [51]. 
The two concerns with this proposal are that (i) the simulator outcomes may not accu­
rately reflect real‐world physiological responses and (ii) not all patients respond the same 
to a pathological condition. We believe that exposing all levels of healthcare providers to 
a simulation environment that provides the highest fidelity of responses along with having 
the ability to provide differential responses to reflect the population provides the best 
training environment.

PBM in Research

Researchers use PBM extensively to understand human physiology. The development 
of  specific models allows investigators to mathematically relate current knowledge on 
a topic, explore system interactions, test hypotheses, and develop new experiments to test 
hypotheses. In this way, the modeling development and testing is an iterative process. This 
allows the developer to fine‐tune the model, providing greater insight into the underlying 
interactions. There are extensive studies using finite element analysis (FEA) in tissue engi­
neering. Computational fluid dynamics (CFD) have been used in understanding tissue 
specific blood flows, such as cerebral [52] or coronary circulations [53]. CFD has been 
used for airflow and particle deposition in the lungs [54]. In this section, we concentrate 
on the use of PBM in physiological models, in cases where the model elucidates a mecha­
nism that is difficult to observe in a laboratory.The cardiovascular system is one area of 
research that has relied extensively on modeling to understand the underlying physiological 
mechanisms, particularly when specific measurements cannot be made due to technical 
limitations. An example of this are studies to determine the mechanisms by with baroreceptor 
nerve activation leads to a fall in blood pressure [55]. Renal sympathetic nerve activation 
results in sodium retention leading to an increase in blood pressure. Baroreceptor activation 
inhibits systemic and renal sympathetic activation, decreasing blood pressure. However, renal 
denervation does not abolish the fall in blood pressure that occurs with baroreceptor stimula­
tion, suggesting a minimal role for renal sympathetic activation in the control of blood 
pressure. In an attempt to understand the mechanisms responsible for the lack of a blood 
pressure fall with baroreceptor stimulation Iliescu and Lohmeier [56] performed a series of 
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simulations using a version of HumMod (Fig. 10.3). The simulations predicted that two, 
technically difficult to measure factors, atrial natriuretic peptide and renal venous pressure, 
contribute to the increase in renal excretory capability and lowering of blood pressure. 
A consequence of the activation of the natriuretic systems is enhanced volume retention.

Hallow et al. [31] expanded the model of Karaaslan et al. [32, 33], itself an extension of 
Guyton’s model, to include the influence of renal sympathetic nerve activity on renin control 
to understand antihypertensive therapies. This model was calibrated and validated against 
a series of clinical trials. The results of the simulations suggest that a particular mechanism 
responsible for the hypertension can influence the response to a particular treatment, 
suggesting that a hypertensive person that is sensitive to renin angiotensin blockers may 
lose sensitivity to a hydrochlorothiazide diuretic. These simulations potentially provide an 
understanding as to why combination therapy may be needed to decrease the blood pressure 
in hypertensive patients.

PBM in Clinical Practice

The goal of any biomedical research is to improve treatment options for patients, improving 
outcomes, reducing comorbidities, raising quality of life, and making health care more effi­
cient. The necessity of translating basic science to clinical applications is a challenge. 
Bench research requires complete control over the subject, requiring the use of animal or 
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FIGURE  10.3 Simulation (black lines) and experimental responses to baroreflex stimulation. 
Experimental response to a baroreflex stimulation device in dogs was compared to a human simula­
tion (HumMod) to explore the mechanisms behind chronic blood pressure reduction. The studies 
identified factors that correlated with positive response. (Adapted from Lohmeier and Iliescu [54].)
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tissue models that may not mimic the human response. Recently, questions about the 
 applicability of basic science techniques in immunology to human medicine have been raised 
[57]. While the methodology of this particular study has been questioned [58], the point that 
it raises is reasonable. Basic scientists observe fundamental processes at a cellular or tissue 
level in one animal model and make inferences about the importance of those mechanisms 
in other models. Each model comes with its own assumptions, and the patchwork of sup­
positions necessary for drawing conclusions from complex combinations of factors makes 
generalization difficult and fraught with opportunities for honest error. This issue high­
lights the difficulties of understanding how basic science translates into clinical utility.

Another hurdle to integrating basic science into clinical utility is the inability to quantify 
complex combinations of effects successfully. Cristini et al. say that

In spite of abundant experimental and clinical data surrounding molecular and cellular 
 phenomena, it is difficult to quantify their aggregate effect on gross tumor‐scale behavior using 
conventional methods that, for the most part, investigate isolated mechanisms ([59], p. S121)

This is the paradox of basic science as it is practiced today; effort is exerted to under­
stand mechanisms in complete isolation without balancing that energy with equal effort 
understanding how mechanisms integrate to yield changes on the level of the tissue, the 
system, or the organism. PBMs offer a rigorous path for converting basic science into 
clinically useful results. For example, by integrating multiple models into multiscale con­
structions linking geometry, cell signaling, and metabolism, modelers have provided 
oncologists with a variety of tools that explain counterintuitive results, maximize the 
efficiency of therapy, and provide tantalizing clues about future targets for therapy.

Mathematical modeling of cancer began in the 1960s with simple tumor growth models 
and PK/PD models [60, 61]. Research turned almost immediately to predictive modeling 
of tumor response to therapy [62, 63]. Similarly, mathematical modeling of cancer addressed 
the distribution of therapeutic agents throughout the body [64]. These themes would dom­
inate early efforts to use models as tools to bridge the laboratory‐clinical gap. By 1973, the 
first modern model of cancer biology was presented, explicitly linking measurements of 
cell motility from the laboratory with those obtained from a clinical cohort. The model was 
developed to mimic the clinical protocol [65, 66]. This early effort introduced many themes 
that continue in the best efforts today including an evolving population of cancer cells with 
a nonhomogeneous distribution.

The number of mathematical models used in oncology research is staggering; 1750 
indexed papers appear in PubMed as of the writing of this chapter. While much of the 
literature uses statistical, rather than mechanistic methodology, PBMs are still an important 
and large segment of the literature. For the purposes of summary, we will reference reviews 
of modeling efforts rather than the models themselves, with a few exceptions. The major 
classes of PBMs used today in oncology are models of tumor size and growth as reviewed 
in Refs. [67–69], metastasis [70–72], models of physical characteristics of solid tumors 
[73–75], tumor cell cycle [76], and analyses of various treatment regimens on specific 
cancer types [24, 77–79].

While the physical basis for modeling in oncology has always been present in the form 
of receptor‐agonist kinetics and intracellular signaling in cancerous cells, and blood flow 
analysis in tumors, a new application of physics and modeling to treatment of breast cancer 
has emerged recently. A promising new treatment method for early stage breast cancer is 
radio frequency ablation of small tumors [80, 81]. However, small tumors are deformable, 
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which makes precise the placement of a needle for conducting the ablation challenging. 
Early simulation results on force profiles necessary for needle insertion into soft tissue 
were obtained [82]. Combined with a PBM designed for an educational virtual reality envi­
ronment for simulated palpation, multiple robotic needle placement instruments were 
designed for clinical use [83, 84]. This technology blends robotics, PBM, and a device 
intervention to provide a minimally invasive, maximally effective treatment.

Modelers, working in conjunction with physicians, developed other clinically useful. 
These include patient‐specific CFD models of congenital heart disease [85], biofeedback‐
driven dialysis with integrated mathematical model control [86], and physiological control 
of body temperature for surgical patients [87]. The potential for PBM to create patient‐
specific, predictive, or information collating tools show their importance in creating the 
digital patient.

PBM in Regulatory Science

Regulatory science is the study of the scientific and technical foundations upon which 
 regulations are based. In our context, we refer to the evaluation of new pharmaceutical 
products and devices by the Food and Drug Administration (FDA). This review is for the 
sake of safety and efficacy; success means that a product may be marketed. Because of the 
high cost of creating and testing new drugs and devices, manufacturers are constantly 
looking for ways to streamline the regulatory process.

The clinical trial is the most significant test of a treatment’s efficacy, be it a pharmaceu­
tical agent or a medical device. As such, it lies in the intersection of research and clinical 
practice, the domain of regulatory science. Every drug must receive a series of clinical 
trials to establish efficacy and safety. Clinical trials for new pharmaceutical drugs or devices 
are costly and require a long development time. Even then, the drug or device may not ever 
come to market due to unexpected adverse outcomes. Is there a way is which physics‐based 
simulation can play a role in clinical trials?

Robust mathematical simulation may be one way in which costs can be defrayed and risk 
averted, but no official guidance has been issued for conducting or supplementing clinical 
trials with simulation. However, Section 115 of the FDA Modernization Act of 1997 stated 
“…based on relevant science, data from one adequate and well‐controlled clinical investiga­
tion and confirmatory evidence (obtained prior to or after such investigation) are sufficient 
to establish effectiveness…” This statement has been interpreted to require not two clinical 
trials, but a single clinical trial and confirmatory evidence consisting of a mathematical 
model [88].

Because of the differences in how PBMs are used in devices and in pharmacological 
agents, we consider the two separately.

Device Side

PBM have been used by sponsors of devices for decades. The link between device 
 engineering and model design is intuitively clear; engineers use mathematics to test the 
specifics of all kinds of projects in almost every sphere. Models provide the ability to 
maximize device response and minimize failure rates by optimizing all aspects of the 
design process, from material choice and geometry to device implementation. The FDA 
has acknowledged and welcomed PBM to the design and regulatory process, issuing 
specific guidance about fluid dynamics, solid mechanics, optics, ultrasound, and heat 
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transfer models for device submissions. Some aspects of the requirements for the com­
putational modeling and simulation (CM&S) component of a device submission are 
shown in Table 10.1. This official move toward consolidating CM&S reports is a sign of 
a new attitude within the agency toward modeling’s role in the design, submission, and 
evaluation process, and demonstrates their understanding of the ability of models to 
make device design safer, less time‐consuming, and less expensive.

Currently FEA and CFD simulation technology is used extensively for medical device 
development, such as vascular implants, orthopedic implants, stents, heart valves, blood 
oxygenators, and left‐ventricular‐assist device (LVAD). The use of simulation can assist 
with development, but there are challenges with these technologies as reported in 2012 
[89]. Twenty‐eight groups used CFD to analyze flow through a specific geometry and 
the simulations demonstrated considerable variation from each other and from the experi­
mental data. The authors recommended that validations studies “be performed on the 
device under review.”

Drug Design

With the development of medical devices, controlled bench validation studies can be per­
formed and compared to simulation results. However, pharmaceutical studies are more 
challenging and do not allow controlled validation studies to be performed. Pharmaceutical 
development is initially based on results from cell culture or animal studies. Pharmacokinetic/
pharmacodynamic (PK/PD) modeling describes the time course and directed effect of the 
pharmacologic response. Phase I and II clinical trials are designed to test safety, identify 
safe dosage, and identify side effects. Due to the limitation in human studies, it is not fea­
sible to make all the possible physiological and clinical measurements to verify that the 
pharmaceutical agent is acting only in the way it was designed.

The pharmaceutical side of the FDA has not been as clear as has the device side with 
its intentions toward modeling. No global guidance for the use of CM&S in drug design 
or testing has been adopted, although the importance of including (PK/PD) modeling 
in  drug development was asserted in a critical publication on retooling the regulatory 

TABLE  10.1 An Overview of FDA Requirements for Computer Modeling and Simulation 
(CM&S) Submissions for Device Approval

FDA Guidance on CM&S Reports

System aspect Required validation material
System configuration System components and software
Governing equations All constitutive laws with rationale; explanation of 

assumptions and simplifications
System properties Biological, chemical, and physical properties of the studied 

system, including material properties with variability and 
tolerances

System conditions Initial, boundary, and loading conditions; models 
constraints, and rationale for all choices made

Numerical implementation System discretization and implementation methodology
Validation Accuracy of the computational models, including 

experimental validation protocols

The emphasis is on reproducibility and clear identification of all assumptions.
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pathway [90]. While guidance has been lacking, model‐based drug development, first 
championed by Sheiner [91], has grown into a widely accepted tool for streamlining the 
development process [92].

PBM are used at three very different points in the product design cycle for drugs. First, 
it can be used to create the drugs themselves, which can occur in two distinct ways. First, 
biological modeling of intracellular pathways allows targets to be tested for effectiveness. 
This step culls molecules on heavily redundant pathways from being targeted. Second, 
likely agents can be tested for efficacy based on the physical shape and charge distribution 
of the molecules and their targets. One specification of this concept is integrating chemical 
and biological information into a coherent description of the structure of molecules 
believed to heterogeneous to well‐studied molecules. The endpoint is to determine the 
nature and size of preclinical trials necessary to develop “follow‐up” drug products based 
on molecular similarity. This approach has been singled out for study by the FDA due to 
its potential for streamlining the drug development process, as well as its foundation in 
established physics and chemistry [93]. The nature of this problem suggests that compre­
hensive model validation might be attained, and success could radically shorten the length 
of the development cycle.

Secondly, PK/PD modeling is used to refine dose selection and clinical trial design. 
Early drug trials are restricted in duration and sample size; modeling can augment the 
information available by leveraging what is known, such as information about the drug 
target and clearance mechanisms, as well as physical characteristics of the patient, into 
reduced observation uncertainty. Understanding how to effectively differentiate bet­
ween drugs to ensure ample powering of a study is a critical step in the trial design 
process, and one in which PK/PD modeling plays a vital role [94] (Fig. 10.4). The end‐
point is a link between dose, concentration, and exposure and other surrogate measures 
of drug efficacy such as adverse events and efficacy metrics. By using small numbers 
of individuals to parameterize an initial model, trial design, and dose scheduling can 
be optimized.

Population PK/PD, which are PK/PD models with additional relationships between 
patient covariates such as age and sex, allow development strategies and population trial 
design to be assessed before the trial goes forward. These techniques allow exposure in 
variability to be tested, and uncertainty associated with covariates to be measured explic­
itly. With a mechanistic, PBM, one can answer specific questions about peak dosage, peak 
effect, and the accrual of known risks secondary to the treatment.

Finally, population PK/PD have been extended to stochastic simulations that include 
drug progression models to measure drug efficacy at different stages of a disease and social 
models such as patient drop‐out or compliance issues to explicitly measure the effects of 
these factors on study power. Because the models are based on physical mechanisms, much 
more information can be generalized from them than from earlier empirical studies [95]. In 
particular, physiological or pharmacological biomarkers can be proposed from model 
behavior, giving the model another influence on trial design and drug assessment.

In a success story, Pfizer used model‐based drug development [96], which combined 
statistical and mechanistic modeling to streamline the drug development process, and 
in this case save valuable resources and time by rejecting a nonviable solution before 
Phase II trials began. Searching for a therapy to alter estrogen concentration to alle­
viate pain from endometriosis, a gonadotropin‐releasing hormone (GnRH) analog was 
developed. These substances decrease estrogen, causing menopause‐like symptoms 
and bone mineral loss. A  proof‐of‐concept study would not be sufficiently long to 
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differentiate changes in bone mineral density, preventing the trial from addressing 
safety concerns. Moreover, questions about the optimal range of estrogen levels, and 
whether GnRH analogs could maintain estrogen within those ranges, could not be 
answered. An integrated model consisting of a mathematical model of female repro­
ductive hormones [10] and a model of bone metabolism [97] were used to form a rela­
tionship between lumbar bone mineral density and circulating estrogen, with inputs 
from nafareline, the GnRH analog. The time course of bone markers and bone metab­
olism was simulated as a dose–response relationship with nafareline. This was 
combined with a logit relationship between endometriosis symptoms index score and 
circulating estrogen, to produce a study of the safety of nafareline at therapeutic doses. 
However, the endocrine model predicted challenges in maintaining estrogen within the 
safe range, which caused the cessation of the study. This measure demonstrated that a 
compound could not safely meet its efficacy and safety endpoints without risk to 
patients, and saved significant time and money. Similar strategies have streamlined 
Pfizer’s production timetable and reduced costs [96] (Fig. 10.5).
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FIGURE  10.4 A. The pharmacological response to three compounds as measured in a bench 
experiment. B. The effect of Shiener’s method of effect compartment modeling on normalizing the 
response to allow interpretation of the pharmacodynamic properties of the compounds relative to one 
another. (Adapted from Miller et al. [94].)



142  PHYSICS‐BASED MODELING FOR THE PHYSIOME

FUTURE CHALLENGES

While the applications of physics based models to the digital patient are exciting and varied, 
several challenges face the community. The two most critical needs are connecting the top‐
down and bottom‐up model projects. The problem is that the modeling languages have been 
established separately, and so the community must spend valuable time and effort repli­
cating work already done by other groups. This represents a gross inefficiency in the 
development process, and hampers cooperation between groups. It is our belief that market 
forces represented for instance by the industry–academia–regulatory agency consortia such 
as Avicenna (http://avicenna‐isct.org/) and Medical Device Innovation Consortium (http://
mdic.org/) will provide the force to consolidate these efforts into a unified whole.

The more troubling challenge is that of rigorous model validation. While in the rarified 
space of reductionist models, validation is a well‐defined concept. The assumptions that 
underlie the model induce a standard for evaluating the model. In the case of a larger target, 
tissue, organ, or an entire individual, validation becomes a more difficult concept to define. 
Intense intersubject variations exist in humans; a person even demonstrates different 
physiological at different ages, so even the existence of a data set that represents a target for 
validation is in question. Population modeling may be the key: by generating many individ­
uals, a class of subjects similar to a given patient might be selected over a collection of 
observable variables. Consideration of differences in that population may suggest other 
observations to make in the patent, establishing an iterative process for matching an individual 
to a reasonable model. This challenge is not unique to biological models; it exists across all 
nonlinear dynamic models, and no systematic solution has been accepted [99]. Until this step 
is completed, the usefulness of the digital patient in the clinical setting is in doubt.

CONCLUSION

This chapter introduced the fundamentals of physics‐based modeling and simulation in 
the medical and health sciences from the academic, industrial, and regulatory aspects. 
We summarized the efforts of multiple consortia dedicated to implementing the digital 
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human in PBM form. We provided multiple examples of the use of PBM for advancing 
the goals of basic science, clinical utility, and for streamlining drug and medical device 
development. We introduced physics‐based population modeling for the study of the 
human physiome with an eye towards understanding factors that contribute to the range 
of responses seen to simple perturbations in humans, and for predicting which individ­
uals will respond which way. Finally, we discussed challenges that face the PBM 
community as we look toward realizing and employing the digital patient in science, 
industry, and education.
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INTRODUCTION

It is well known that generic medical advice and therapy may have adverse effects on the 
patient’s health [1–3] as well as on the health care system as a whole, see for example, 
Ref. [4]. The other way round, individualized treatment has been shown to be more effec­
tive, less invasive, and reducing therapeutic side effects [5–7]. As a consequence, the 
patient would gain double from an individualized approach to medical treatment. From 
the technological perspective, individualized medicine can be supported in different 
ways, for instance, by making accurate predictions about the course of a disease or a 
treatment based on high‐fidelity simulation of high‐resolution models [8]. It is no less 
important to convey a comprehensive picture of the state and the development of a 
patient’s health, using visual analytics methods [9] and means of interactive exploration 
of the physiological processes across the whole human body [9, 10]. The path toward 
comprehensive computational support for individualized medicine still bears numerous 
challenges, for instance, concerning the legal frameworks, technological limitations 
onsite, or a lack in computational predictive capabilities. Gradually, various pieces are 
falling into place, which makes it possible to retrieve an extensive digital fingerprint of a 
patient’s predisposition and his current condition. Independently, the combination of 
high‐resolution imaging techniques, for example, based on charged‐coupled devices, 
computerized tomography [11], or magnetic resonance [12], with the predictive power of 
large‐scale, multiscale simulation is paving the road for comprehensive individualized 
medical prevention and therapy. Big strides have been made toward this ambitious goal 
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in terms of important stand‐alone benchmarks—for instance, in terms of big data  analysis 
[13], predictions at the level of protein interactions [14], or proteome analysis [15]. Yet, 
in order to comprehensively harness the potential of a digital patient, a tremendous need 
for the integration of diverse technologies remains.

In this chapter, we especially consider the integration of the computational representa­
tions used as well as the computational processes taking place during the phases of system 
M&S and exploration and analysis. Our according efforts have culminated in SwarmScript, 
an approach to interactively model and simulate physiological systems. We have designed 
SwarmScript to allow domain experts from the health sciences to translate seamlessly bet­
ween biological and computational models. The uniqueness of each component of a model 
has to be properly represented, components be organized into subsystems and systems, and 
their interactions concerted across all scales. SwarmScript addresses this challenge of large 
heterogeneous model domains by means of an interaction‐based representation and simu­
lation algorithm. It provides a networked, hierarchical view of interdependencies and inter­
actions for model and process analysis. It also enables the amalgamation of extensive 
model bases into an optimized approximative model during runtime. As a consequence of 
the diverse requirements that SwarmScript has been built on, it can be presented and under­
stood at different levels: (i) at the formal, representational level; (ii) at the algorithmic level, 
that is, the execution model; (iii) at the level of user interaction, that is, the description and 
analysis of physiological models; and (iv) at the level of model abstraction. The latter is 
typically in the hands of the human modeller but increasingly taken over by automated 
optimisation mechanisms [16–18].

For the remainder of this chapter, we focus on the user perspective of SwarmScript, 
which provides the best conceptual point of entry to our approach. SwarmScript allows a 
user (i) to model a particular physiological system and (ii) to explore its evolution over time. 
The process of M&S is iterative—once the workings of a particular model, including its 
model entities, their parameters, and relationships have been understood, the user might 
want to either refine his model to better match his interests or to alter it to find out more 
about its complexities [19]. In case this tandem of observation and alteration happens seam­
lessly and at a fast pace (at real time), one speaks of interactive simulation. Visualization has 
been playing an enormous role in making interactive simulations accessible ever since their 
conception the 1980s [20]. Accordingly, we describe our approach in the light of various 
renderings immediately taken from SwarmScript runs. In the following section, we present 
scientific works related to SwarmScript from the field of agent‐based M&S, focusing on 
visualization and visual programming related to SwarmScript. Afterward, we introduce the 
basic vocabulary and how to phrase sentences in the SwarmScript modeling language. This 
knowledge is put to the task in the next section where we demonstrate the application of 
SwarmScript by tracing a previously published agent‐based model of the secondary human 
immune response [21]. We then discuss the current challenges of SwarmScript and we out­
line its short‐term and long‐term potential for accessible M&S of physiological systems. We 
conclude this chapter with a short summary of our contribution.

RELATED WORK

Complex systems can be formalized by means of agent‐based modeling techniques, 
whereas the systems’ individual parts are represented as (software) agents that interact 
based on their states and an internal behavioural logic. As this modeling approach is easily 
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comprehensible, also for domain experts outside of the realm of mathematics or computer 
science, it has received a lot of attention from fields as diverse as economics, the social 
sciences, and the life sciences [22–24]. In this section, we introduce preceding works that 
nourished the conception of SwarmScript. It comprises a basic definition of an agent, and 
introduces aspects of visual agent‐oriented or agent‐based programming environments. In 
particular, it underlines aspects of the formulation of behavioural rules, it outlines the basic 
vocabularies used by related visual agent‐based environments next to their execution 
models, and it briefly touches on different ways of agent organizations.

Agents and Their Representation

Agents representing the parts of a complex system have certain properties and behaviors 
[25]. The properties typically refer to the data that is stored with an agent, whereas the 
behaviors describe the system changes that the agent will introduce in specific situations. 
Accordingly, an agent Ag can be defined as a quadruple Ag = fSit; Act;Dat; fAgg, whereas 
Sit is the set of a possible situations, Act the set of possible actions, Dat represents the set 
of the agent’s internal data, and fAg is the agent’s decision function that maps the agent’s 
states to its actions [26]. While this definition allows for arbitrarily complex blueprints of 
agents, our elaborations focus on reactive biological agents [27] whose behaviours are 
relatively simple as they do not communicate with each other directly, but they coordinate 
indirectly by changing and reacting to the environment. The value of agent‐based models 
across disciplines [28] has motivated efforts toward accessible agent‐based M&S frame­
works [29]. To some great extent, their designers have been quite aware of the need for 
understandable visualization techniques [30] and accessible user interfaces [31]. As a 
result, some concurrent agent‐based modelling frameworks offer visual programming 
interfaces that resemble block diagram environments that are also found in modeling tool­
kits such as LabVIEW and Simulink [32, 33]. In the 1990s, scientists from MIT developed 
a programmable LEGO brick that allowed to build robots from LEGO parts [34]. The pro­
grammable brick connects sensors with effectors, for example, bumper sensors or light 
sensors with electronic engines. Researchers were quick to develop LEGOsheets, a user‐
friendly visual programming environment in which graphical icons representing sensors 
and effectors were connected to the programmable brick [35]. The behavior of the pro­
grammable brick that processed the incoming sensory data and directed the engines’ 
activity was configured by means of if‐then rules in a separate editor. LEGOsheets is a 
specialized visual programming environment based on the more generic AgentSheets 
framework [36]. Here, too, objects are considered agents whose behaviors are expressed 
through sets of behavioral rules composed of basic operators (conditions such as see or 
stacked as well as actions such as transport or set). However, neither the application domain 
nor the application types, for example, simulations or games, are predefined in AgentSheets.

An application model in AgentSheets is composed of several agents, whereas not only 
the active parts of a modelled system (e.g., Escherichia coli bacteria) are represented as 
agents but also reactants such sugar, and even user‐interaction elements such as buttons that 
activate gravity—an according simulation that predicts the waste production of E. coli 
bacteria in zero gravity is part of AgentSheets’ examples library. For configuring operators, 
AgentSheets offers drop‐down menus to choose from available parameters and agent types. 
Hereby, it makes extensive use of icons that depict spatial relationships and graphical states 
of the simulation: For instance, an offset dot in a rectangle depicts an agent’s relative posi­
tion and arrows in eight directions from that dot refer to its adjacent neighbors. SeSAm is 
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another agent‐based modeling and simulation environment that offers visual programming 
[37]. Here, the agents’ behaviors are declared in activity graphs: diagrams derived from 
Unified Modeling Language (UML) that show the agents’ states and indicate their state 
transitions. In each state, a sequence of interactions is performed. Since an entry in this list 
can be another activity graph, SeSAm allows the modeller to define behavioural hierarchies 
from bottom‐up. Some visual programming environments do not model the control flow 
implicitly through the connections in a diagrammatic fashion. Instead, they provide com­
prehensive sets of basic programming statements, including those responsible for control 
flow, as visual jigsaw pieces, whereas fitting pieces imply a syntactically correct sequence 
of statements. Examples are LEGO/Logo [38], StarLogoTNG [31], and Scratch [39].

MULTIAGENT ORGANIZATION

Actor‐lab presents an approach to agent‐based programming of robotic systems that is 
slightly different from LEGOsheets and its various related software frameworks [40]. In 
Actor‐lab, several agents share and process the information available to a robot and determine 
its actions. Here, input, agents, control events, and output are visually organized in separate 
views of the model editor, but they are connected with each other to define the flow of 
information. Typically, sets of agents receive and process sensory signals or controller events 
and drive the activation of effectors. Again, the agents behave according to sets of rules that 
are exposed when inspecting the respective model component. The organization of agents in 
the Actor‐lab environment emphasizes the idea of a team of agents that collaborates to reach 
a given goal, that is, steering a robot. Alternative organizations in multiagent systems are, for 
instance, coalitions which may form, if several agents agree to collaborate on common, 
temporary (sub‐)goals. Groups of agents may also be organized in hierarchical structures 
that reflect an order of command among the agents and emphasize the higher‐level 
agents’ responsibilities as supervisors of lower‐level groups. A comprehensive survey on 
common organizational structures in multiagent systems is provided in Ref. [41]. Hier­
archical agent organizations are often used to express their spatial arrangement, which is of 
great importance given the fact that interactions happen locally [42]. Hierarchical organiza­
tions are also a means to integrate multiple spatiotemporal model scales [43].

DESIGNING INTERACTIVE AGENTS

The agent‐based modeling paradigm has received a lot of attention also from the field of com­
puter graphics and the entertainment industry. Maya and Blender, for instance, are three‐
dimensional (3D) modeling environments in which 3D meshes can be crafted and equipped 
with physical properties as well as individual behaviors to produce physically realistic and 
behaviorally motivated animations [44, 45]. Blender, for instance, offers a visual Logic Editor 
that allows to model agents and their behaviors. Although such applications provide means to 
introduce behaviors, they focus on rendering, and the behavioral mechanisms mostly facilitate 
the production of animations or generative, parametric 3D structures.

Modeling interactive agents that can change their environment and be subject to change 
move into the focus of attention of frameworks targeting the design and development of 
games and interactive simulations [46]. Visual programming interfaces are sometimes part 
of the respective IDEs or can be added as plug‐ins, as for instance, the Antares VIZIO 
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Visual Logic Editor for the game engine Unity3D [47]. Primarily, these frameworks  provide 
high‐level access to rudimentary physics calculations and computer graphics functions 
including 3D asset management and scene graph organization. As SwarmScript draws 
from this functionality as well, we have chosen jMonkeyEngine for its implementation—
an actively maintained, free and open‐source Java‐based framework that supports inter­
active simulation [48].

SPEAKING SwarmScript

The development of a domain‐specific language promises the basic foundation to inte­
grate various system models into one comprehensive multiscale simulation of human 
physiology, as outlined in Ref. [9] and [10]. The standardization accompanying the 
modeling process further allows to deploy automated, self‐adaptive model optimization 
routines [16]. Its most immediate benefit, however, can be making computational mod­
eling accessible to domain experts with limited knowledge of mathematics or algorith­
mics. This goal by itself is rather difficult, and it requires elaborate decisions about 
which programming elements, that is, which data structures and which control flow 
statements, should be made accessible and in which way. In this section, we recap the 
agile design process of SwarmScript, which also entails the description of its most 
recent implementation.

ANSWERING DEMAND: THE DESIGN OF SwarmScript

In numerous interviews with domain experts from the health sciences who are closely affil­
iated with our research groups, we inferred that models are described by means of rule‐
based behaviors associated to individual biological or chemical agents. This reaffirmed the 
demand for agent‐based, rule‐based modeling referenced in Section 1.2. The translation of 
verbally expressed rules into computational statements is not trivial. Considering a rule to 
consist of a conditional part and an action, we found that contextual referencing, that is, 
referencing specific or unspecific objects or sets of objects in either or both parts of a rule 
poses a difficult task. Similarly, an agent’s ownership of a behavioral rule or of sets of rules 
cannot be associated easily in general.

GRAPH‐BASED RULE REPRESENTATION

Motivated by grammatical substitution rules that guide the interactions in developmental 
simulation models [49], we were initially pursuing a graph‐based approach to the repre­
sentation of behavioral rules [50]. As can be seen in Figure  11.1, antecedence and 
consequence of a rule were represented as two graphs with star topologies of depth 1, 
encircling a node representing the acting agent. Matching the antecedence in the global 
state graph of the simulation implied its substitution with the given consequence. The 
advantage of this representation lies in (a) the inclusion of the acting agent into the 
behavioral rule and (b) the clear separation between querying and altering the state of a 
simulation. However, this representation needed considerable modifications to become 
usable in day‐to‐day modeling tasks.
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THE SOURCE–ACTION–TARGET

In order to maintain the clear separation of state queries on the one hand and state changes on 
the other hand, we introduced a new rule representation, similar to the input‐actor‐output triple 
used in Actor‐Lab [40]. In particular, the next iteration of SwarmScript connected chains of 
operators (command objects without “needing any detailed knowledge of how the rest of the 
program works” [51]) that query the given state of a simulation to action operators that would 
introduce changes to the system. We distinguished between two different semantics of the chains 
of query operators: Those that provide data to trigger and to inform state‐changing actions 
(sources) and those that identify the targets of any of those introduced changes (targets). Only if 
both types of query chains delivered valid results, the associated action operators would be actu­
alized, that is, their effects be introduced to the simulation. Figure 11.2a shows the trisection of 
operators: Source queries that process data and trigger actions are shown on the left‐hand side of 
the dashed area. Target queries that identify the objects that would be changed are shown on the 
right‐hand side of the gray area. Actions that cause the change, if both sides deliver proper results 
are situated on the dashed strip itself. The Source–Action–Target representation of SwarmScript 
also addressed the need for modularization [52] (see Fig. 11.2b), scope (preceding calculations 
could trigger or skip sections downstream in a chain), and pre‐processing data to determine the 
effected changes. However, although references were explicitly resolved, the ownership of the 
coded behavior was not clearly assignable. In addition, the strict separation between source and 
target queries did not mitigate the inconvenience of potentially redundant expression of refer­
ences, in cases where sources and targets were identical (which is often the case).

SwarmScript INTO3D

The latest version of SwarmScript, SwarmScript INTO3D, lifts the separation between 
sources and target query chains, it introduces loops denominating an iteration variable for 
wrappers (now called “circuits”), and it allows to join actions into sequences to specify an 
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FIGURE 11.1 One of a set of graph rewriting rules that describe the proliferation behavior of a cell.

(a) (b)

FIGURE 11.2 Screenshots from the implementation of the Source­Action­Target representation of 
SwarmScript. (a) Several operators can be selected by means of the enclosing rubber band and 
wrapped into (b) a high‐level operator.
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execution order. In order to establish clarity about the ownership of a behavior, it puts forward 
another novelty: The behavior is projected right into the visualization of the simulated world, 
logical circuitry is embedded in the context of simulated physical and geometrical bodies, 
relationships are explicitly drawn to potential interaction partners. This projection eliminates 
the distinction between modeling environment and simulation space. Figure  11.3 depicts 
instances of queries and action operators as well as of circuit operators. The spheres represent 
the operators themselves; the attached cones depict input and output connectors, pointing 
toward and away from the operator spheres’ centers, respectively.

We decided on spherical operators as they provide consistent visual cues and interaction 
surfaces, independent of the user’s perspective in a 3D modeling/simulation scene. The 
conic connector shapes intuitively reflect the flow of information between operators—as in 
functional diagrammatic programming environments, the results of an operator’s execution 
are passed on to downstream connected command objects, where they serve as parameter 
inputs. Action operators drive the simulation process, as they alone introduce state changes. 
On screen, we visually reflect their important role. Query operators, on the other hand, 
which do not affect the simulation state, are usually rendered on­screen in less­obtrusive 
yellow shades. Circuits are visualized on screen in blue so as to convey their distinct 
function of semantically neutral operator containers.

Operators are nested and connected by means of simple drag and drop interactions. A 
complete behavioral rule is phrased as soon as values/connections are provided for all 
inbound connectors of an action operator. Figure 11.4 shows a simple example of a random 
number query being passed into a log action. In general, connectors may maintain n:m con­
nections, whereas the data from its n inbound connections would get aggregated into a 
collection and its m outbound connections would spread its data.

A SwarmScript DIALOGUE

In this section, we present and explore a simple SwarmScript model. Instead of designing an 
agent‐based biological model from scratch, we rely on preceding work by one of the authors, 
which traces the secondary human immune response to infection with the Influenza A virus [21, 
53, 54]. Reconstructing an established agent‐based biological model, we can direct the focus of 
our presentation toward the behavioral logic and model visualization of SwarmScript INTO3D.

(a) (b) (c)
State
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Output

Random number Agent
Set state

Done

Circuit

#
1

FIGURE 11.3 Instances of (a) query, (b) action, and (c) circuit operators. The spherical shapes 
allow for a consistent view in 3D space, the attached cones convey the flow of information between 
operators. The depictions include label windows that the user can create clicking the respective UI 
elements. Labels of input connectors contain a text field that presents the currently received input and 
allows the user to assign a constant value.
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The domain model itself stages several types of agents (Fig. 11.5) that react based on 
spatial collisions and internal states. Epithelial cells (Fig. 11.5a) that constitute lung tissue are 
susceptible to infection by Influenza A viruses (Fig. 11.5b). When infected (at 0.1% chance 
upon collision with a virus), the epithelial cell is destroyed after an incubation time of 200 
time steps, and it releases five new viruses into its environment. In Ref. [21], a comprehensive 
set of behavioral constants are presented that reliably retrace the progression of the immune 
response. After exposure to the viruses, dendritic cells (Fig. 11.5c), which are scarcely spread 
across the lung tissue, migrate to the lymphatic system to activate B (Fig. 11.5d) and T cells 
(Fig. 11.5e). Some of those mature into cytoxic killer T cells (Fig. 11.5f) and destroy infected 
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FIGURE 11.4 (a) Dragging across an output connector creates a new edge, (b) whose head is 
navigated by the user, (c) to be dropped onto an input connector of another operator. (d) The new 
connection has established a properly phrased behavioral rule. Therefore, the action operator now 
receives and processes input information as seen in the input connector’s label window.
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FIGURE 11.5 Visualizations of the biological agents that drive the SwarmScript INTO3D simulation 
of the secondary human immune response to Influenza A. (a) Epithelial cells. (b) Influenza A virus. 
(c) Dendritic cell. (d) B cell. (e) T cell. (f) Killer T cell. (g) Antibody. (h) Macrophage.
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epithelial cells, terminating the viral spread. B cells boost the production of antibodies 
(Fig. 11.5g) that attach to the viruses—such opsonized viruses are then destroyed by macro­
phages (Fig. 11.5h). Long‐lived B cells hold the key for a fast secondary immune response 
releasing great numbers of antibodies as soon as the pathogens are re‐entering the system.

In Ref. [21], the secondary human immune response simulation was staged in the 
 context of the whole human body. Aiming at interactive multiscale simulation of 
physiological processes, this context deems all the more important as two scenes were 
intertwined—the infection of lung tissue and the recruitment of B and T cells by the den­
dritic cells in the lymph nodes. In SwarmScript INTO3D, this visual multiscale view trans­
lates into an algorithmic multiscale perspective (see Fig.  11.6). Providing the global 
context, that is, the human body, one can dive into the simulation grounds inside the virtual 
patient’s lungs, and recurse ever deeper into any nested components and their behaviors 
(Fig. 11.7).

Each visual object that represents a biological agent (Fig. 11.5) is augmented with the 
according SwarmScript behavior as seen in Figure 11.8.

t = 1 t = 21 t = 81

t = 91 t = 161 t = 241

t = 311 t = 371 t = 491

FIGURE 11.6 The secondary immune‐response simulation initially hosting 25 tissue cells at different 
time steps t. The progression shows the initial infection, the reaction of the macrophages, the differentiation 
and recruitment of lymphocytes, the viral spread, the production of antibodies, and the eventual recovery 
of healthy tissue. Please note that the behavioral logic described earlier is algorithmically and visually 
translated into temporary relationships and interactions (edges) among the agents. At any point of the 
simulation, the user can dive into and reconfigure the agents’ behaviors.
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Floating labels provide clarity about the operators’ and connectors’ semantics. 
Configuring the involved operators and combining them into behaviors works directly in 
3D space using intuitive drag and drop interaction tasks, as shown in Figure 11.4. Virtual 
reality provides virtually infinite space for modeling individual biological agents and 
multiscale behavioral modules. In the scope of this chapter, we can only present a rather 
limited view on the visually modeled behaviors (Fig. 11.8). Based on a set of primitive 
query and action operators, the given domain model has been prototyped: The agents’ 

FIGURE 11.7 Gray spheres indicate the embedded SwarmScript INTO3D agents and their logic. 
(a) The lung inside the human body and (b) containing the infected tissue.

(a)

(b)
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behaviors are wrapped in circuit operators; they interact through connectors feeding 
information from and to their environment. Individual operators can be specifically con­
figured and re‐used at different locations, as can be modular behaviors, for example, the 
“MoveToClosest” operator in Figure  11.8f, which calculates the distances to a set of 
other agents, moves its owner toward the closest neighbor, and yields a Boolean flag that 
indicates whether it has reached its target (“closeToTarget”). The modeled high‐level 
operators can be stored alongside primitive operators for convenient reuse and refine­
ment (also exported as generic XML files). Figure 11.9 shows the according selection 
window at the center, next to the heads‐up display menu that allows the user to direct the 
modeling procedures and simulation processes at the top and the view for introspecting 
an operator on the right.

Here, constants could be entered for any inbound connectors, the name of the operator 
could be changed to match the semantics assigned by the user, and individual connectors 
could be removed or added to circuit operators.

FIGURE 11.8 Combined visualization and behavioral logic of the biological agents that drive 
the presented SwarmScript INTO3D simulation of the human immune system. (a) Epithelial cells. 
(b) Influenza A virus. (c) Dendritic cell. (d) B cell. (e) T cell. (f) Killer T cell. (g) Antibody.  
(h) Macrophage. In (f), a nested operator of one of the agents is magnified (conic overlay).
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DISCUSSION

From its graph‐based predecessors [50], SwarmScript has evolved into a 3D modeling and 
s imulation approach. It has consequently been extended to meet demands from domain experts, 
thereby becoming increasingly flexible and expressive. It has also established a close connec­
tion between model visualisation and behavior. However, despite its simplicity in terms of 
c ontrol flow and modularization, its novelties have also given rise to new challenges. On the one 
hand, there are challenges in terms of the modeling syntax, its support for semantics, the simu­
lation performance, and its support for optimization. On the other hand, there are challenges 
associated with visual programming in 3Ds. In this chapter, we briefly discuss both directions.

The SwarmScript Language

The goal of SwarmScript is to provide accessible software for developing, presenting and 
exploring models of interacting biological agents at multiple scales. It is nurtured by the gen­
eral bottom‐up perspective on biological and physiological phenomena, see for instance Refs. 
[42] and [27]. As a consequence, SwarmScript is first and foremost a language that provides 
the means to express agent‐centric, interaction‐based behavior. It differs from similar, agent‐
based languages in numerous ways, for instance, regarding its means to connect operators 
horizontally and at the same time to allow the construction of modules hierarchically. Only 
SeSAm addresses these aspects in a similar context relying on UML‐based state diagrams 
combined with lists of activities [37]. In contrast, SwarmScript provides a one‐stop solution 
that amalgamates (a) concrete algorithmic calculations, (b) state‐based modeling (via que­
rying and setting state attributes), and (c) the expression of rule‐based behaviors. In order to 

FIGURE  11.9 The headsup display for navigating the modeling and simulation phases with 
SwarmScript INTO3D (top), for selecting and deploying previously stored operators in the current 
scene (center), and to configure the currently selected operator (right).
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improve the clarity of SwarmScript M&S, different criteria can be considered to classify its 
semantics [55]. In SwarmScript, all variables that are queried or modified can be modeled 
explicitly. For instance, the operator HostReference (e.g., in Fig. 11.8a) provides an explicit 
reference to the agent a specific behavior belongs to. Abiding to a strict guideline for explicit 
variable usage, the query–action dualism provides a starting point for a clear axiomatic defi­
nition as only action operators introduce change to the actual system state. In our current 
implementation, there are still some primitive operators that are reducible to more basic def­
initions. For instance, the rather basic SetAttribute and GetAttribute operators, which occur 
frequently in Figure 11.8, in combination with various arithmetic operators could be utilised 
to model a Move operator that changes an agent’s location based on a given velocity. In this 
way, a clear extensible definition could be established. SwarmScript’s strength lies in its 
o perational semantics as the execution of interactions can be meticulously traced during 
the s imulation, in terms of conditional relationships, subsequent actions, and state changes. Yet, 
it could be furthered by the integration of numerous visualization techniques, including, for 
instance, a broadly applied colouring schematic for the agents’ internal states.

SwarmScript Programming in 3D

Currently, SwarmScript‐coded behavior is projected onto a surface parallel to the camera 
frustum. This simplifies the user interaction through devices such as monitors and mice. 
Effectively working in 3D virtual space, for example, placing operators and connecting 
them, necessitates the utilization of novel human–computer interaction methods. This can 
happen through rendering various depth cues (through shadows and grids on the floor) and 
projection of the user’s body posture into the scene [56], or through immersion of the user 
into virtual space, for instance, tracking his body and fingers and displaying the scene ste­
reoscopically. The latter full‐body virtual reality systems could increase the naturalness of 
the interaction language of the SwarmScript INTO3D interface [57]. They would also 
allow for the natural exploration of the multiscale display of the simulated systems—diving 
in and out of a system, rearranging, rewiring its components. Making the shaping of 3D 
form accessible (consider early studies [58] combined with novel technologies [59]), they 
could bridge the gap between modeling of form and modeling of function, and let the bio­
agents’ physical shape determine their interactions—not only at the microscopic protein‐
shape level but potentially also in terms of variation at greater levels of organisation, for 
instance, considering variations of organs. Blending between 3D visualization and 
behavioral relationships requires the user to navigate in 3Ds for the purpose of modeling 
alone. This by itself bears several challenges. For instance, the speed of the camera 
movement relative to the level of magnification has to be adjusted in accordance with the 
user’s needs: Diving several levels deep into a multiscale model should happen fast, 
ensuring that the user is aware of the global context. When the user wants to adjust the 
camera to capture the synchronised interactions of two neighboring cells, the camera 
adjustment needs to be very sensitive. When exploring 3D space, it is also important to 
easily travel and to return to specific locations—all these issues need to be incorporated 
into a 3D visual modeling and simulation environment as well. Prezi, a vector‐based pre­
sentation software demonstrate how such “location”‐management functionality can be 
implemented in an accessible fashion [60].

Although 3D rendering conveys a great appeal and naturalness, a hybrid approach to 
visualisation would be advantageous that makes the model accessible in different modes 
depending on the information sought [61]. The combination of heads‐up displays for 
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navigation and introspection as seen in Figure 11.9 already addresses the need for hybrid 
display modalities to a very limited extent. Similar to the rich options provided by visual 
analytics [9], increasing the number of modeling modalities might prove useful in the 
c ontext of SwarmScript‐based models.

SUMMARY

In this chapter, we provided some background in agent‐based modeling and visual agent‐
based programming, emphasizing the often‐underrated feature of agent interactivity. We then 
familiarized the reader with the foundational challenges SwarmScript has been addressing 
since its inception—starting from graph‐based behavioral rules over source–action–target 
triples to INTO3D. Finally, we demonstrated the mechanics of SwarmScript INTO3D 
retracing an agent‐based model of the secondary human response to Influenza A infection. 
Based on these elaborations, we discussed the achievements of SwarmScript INTO3D and 
immediate leeway for its improvement. SwarmScript represents an approach to accessible 
modeling and simulation of biological agent‐based systems. It offers an expressive model 
representation that originates from a spatial, interaction‐based modelling mindset. 
SwarmScript INTO3D bridges the gap between modelling and simulation spaces, making 
every model aspect accessible during simulation, providing a truly interactive simulation 
experience. The design of SwarmScript has been motivated by the needs of a multidisci­
plinary enterprise. Input from domain experts (teachers, scientists, and practitioners) from 
the health sciences has informed its evolution, as has research into agent representation, 
visual programming, and interactive simulation. As a result, it integrates technologies and 
concepts from a diverse range of disciplines to take the unification of system modeling and 
simulation one step further toward teachers and students in the health sciences as well as 
doctors, health care personnel, and patients.
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INTRODUCTION

Fluid, dynamic, and infinitely replicable, virtual worlds have been an enticing yet 
 prohibitively costly platform for health behavior researchers in the past decade. What 
difficulties that the researchers of the past have faced in incorporating virtual worlds in 
primary and secondary prevention and intervention programs have dramatically 
decreased in the recent years with unprecedented advancement in digital media tech-
nology [1], and virtual worlds are enjoying a newfound surge of popularity in both 
academic and clinical environments. Digital devices that simulate vivid sensory 
information, allowing users in virtual worlds to  experience visceral environmental 
cues, have now become much more affordable and accessible, opening up new hori-
zons for incorporating virtual reality technology in people’s everyday lives, outside of 
sophisticated laboratories.

This chapter reviews the past and current trends of one particularly intriguing aspect of 
virtual worlds—virtual representations commonly known as avatars—in the context of 
health behavior change. Despite the growing interest in the influence of virtual representa-
tions on health behaviors, there has been a surprising dearth of research exploring the use 
of virtual representations as a direct and central vehicle of behavior change. State‐of‐the‐art 
findings on the use of virtual representations to promote behavior change will be discussed 
first, followed by a more detailed discussion of recent studies that specifically target health 
behavior change using virtual representations.
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AVATARS AND AGENTS

The word “avatar” originates from the Sanskrit word avatara, which means “descent” to 
describe an incarnation or a bodily manifestation of an immortal being in Hinduism. In 
much the same way, users interact in the virtual world in the form of embodied virtual iden-
tities that mark their presence in the virtual environment [2]. In the past, avatars typically 
served as simplistic and static visual markers (e.g., a simple chat icon on AOL or Yahoo 
Messenger), much like the virtual equivalent of horse players use to represent themselves 
in board games. Over time, avatars have become significantly more complex, rendered in 
three‐dimensional forms with an extensive range of dynamic movements, photorealistic 
appearances, naturalistic language, and even the ability to mimic empathy when interacting 
with users. The avatars of today are still works in progress—the humanoids that have 
evolved to feel and express naturalistic emotions as are often depicted in popular media are 
yet figments of imagination. However, the speed at which avatars have gained technical 
sophistication forecasts that more realistic, natural, and affordable avatars may soon 
become a reality in the near future.

Agents are another form of virtual representation that shares similar features and 
capabilities with an avatar, but the two forms are distinguished by the element of control: 
avatars are controlled by human users, whereas agents are controlled by computer algo-
rithms [3]. Although seemingly similar in their specifications, agents and avatars yield 
meaningfully different influences in their interactions with human users [4]. Research 
studies have demonstrated that the mere perception of interacting with another human 
(vs. a computer algorithm) meaningfully affects whether a virtual representation is 
 successful at influencing an individual’s attitude and behaviors even when the agents and 
avatars are performing identical tasks at the same level [5, 6].

A recent meta‐analysis examining 32 studies that compared the influence of agents 
against avatars concluded that the mere perception of human control elicited stronger 
social responses from humans than the perception of machine control [7]. In particular, 
this agency effect was stronger when humans were required to form a certain degree of 
relationship with the virtual representations by engaging in a competitive or cooperative 
task, rather than a neutral task. The effect of agency was also stronger when the virtual 
representations were actually controlled by a human rather than a machine, regardless of 
perceived agency.

Designing Agents and Avatars for Health Programs

These findings have important implications for the design and implementation of virtual 
representations in health prevention and intervention programs. First, avatars that are con-
trolled by humans are likely to have stronger impacts on health behavior change than agents 
that are controlled by machines. Thus, rather than an agent providing a heavily scripted 
intervention, an avatar delivering naturalistic responses is likely to be much more effective 
in changing health behaviors.

Having an actual person control, a virtual representation may be useful in a variety of 
health contexts. For instance, a rich collection of literature points to the fact that individuals 
often judge others based on nonverbal cues such as physical appearance or behavior 
[8–10]. Indeed, people are often drawn to others perceived as similar to themselves [11, 12] 
or simply familiar (e.g., celebrities) [13, 14]. Because virtual representations afford labor‐ 
and cost‐effective means of adopting almost a limitless option of physical appearances and 
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behaviors that may be different from the actual self, human controllers behind the virtual 
representation may flexibly adapt to tailor their avatars for each respective interactant.

Such a scenario is then possible: an Asian female health care provider is controlling 
an avatar. A patient of different sex and ethnicity walks in. The health care provider may 
then select a male avatar of the patient’s ethnicity and interact with the patient through 
the male avatar to elicit positive responses based on perceived similarity. Similarity is not 
necessarily confined to physical appearances; the health care provider may also mimic 
the behavior of the patient. Behavioral mimicry has been found to increase a host of 
favorable attitudes toward the interaction partner, including liking [15]. Alternatively, the 
avatar could take on the physical appearance of a well‐known celebrity to deliver health 
messages, and the perceived familiarity triggered by the avatar may favorably impact 
persuasion as demonstrated in earlier studies [14].

Despite earlier findings that indicate the superiority of avatars over agents in a persuasion 
context, having human controllers positioned for each and every avatar is likely a costly 
option. A more labor‐ and cost‐effective solution may be to implement computer‐controlled 
agents. Although the initial development and setup of the agent might be costly, once the 
infrastructure is established, agents can continue to work at the same speed and efficiency 
without the need to eat or rest. These agents may be infinitely replicable, which would allow 
patients to receive equal and uniform care across all health care facilities. Also, for sensitive 
topics of discussion (e.g., sexual history), patients may prefer to interact with a machine‐
controlled agent rather than a human‐controlled avatar for greater perceived privacy.

Thus, both agents and avatars are viable options for incorporation in health prevention 
and intervention programs, and the choice to use one over the other should be made after a 
careful cost‐effectiveness analysis [16]. Although research demonstrates that avatars are 
more effective in promoting desired behaviors than agents, the associated costs in employ-
ing a human controller may be prohibitive in a large‐scale program. On the other hand, if 
the program calls for strong and impactful interventions that are more likely to elicit 
behavior change, avatars may be well worth the costs. The following section discusses 
 representative case studies on the systematic investigation of using agents and avatars in 
the context of health behavior change to consider the costs and benefits associated with 
each type of virtual representative.

USING AGENTS AND AVATARS TO PROMOTE HEALTH 
BEHAVIOR CHANGES

Virtual representations offer a set of novel characteristics that allow researchers and prac-
titioners to implement new strategies to approach health behavior change that were difficult 
or not possible with traditional tools and platforms. These characteristics include the virtual 
acceleration of time [17], wherein agents and avatars are able to transcend temporal bound-
aries of the physical world to digitally depict events in the past or future from the present 
point in time. Another major characteristic that distinguishes virtual representations from 
traditional media platforms is high interactivity, or the medium’s capacity that allows users 
to influence the form and/or content of the mediated experience in real time [18]. It is 
generally agreed that the best interactive medium mimics the interactive dynamics of face‐
to‐face communication [19]. Using interactive virtual representations that afford natural-
istic social interactions is likely to heighten users’ engagement and involvement [20], as 
well as foster more positive attitudes or liking toward the interaction content [21].
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The initial scientific foray into using agents and avatars to impact behavior in the 
physical world began with the Proteus Effect [22, 23], which found that when individuals 
are aware of the visual characteristics and traits of an avatar that he or she is embodying, 
and understand what others will expect of their behaviors based on those characteristics 
and traits [24], the experience of embodying that particular avatar will encourage them to 
continue to engage in the expected behaviors in the physical world. For example, when 
individuals were given tall avatars to embody in a virtual world, they were more aggressive 
during a negotiation task in the physical world than individuals who were given shorter 
avatars. This is likely a result of conforming to normative expectations that taller people are 
more confident and more likely to be in positions of power [25].

Combined with the novel media characteristics that afford users some experiences that 
were difficult or impossible with traditional media platforms, the ability of agents and avatars 
to influence behaviors in the physical world introduces new horizons for research on the 
incorporation of virtual representations in health promotion campaigns as vehicles of behavior 
change. The implication is that even the most creative and fantastical virtual experiences with 
agents and avatars may yield effects that transfer into the physical world to affect individuals’ 
attitudes and behaviors, giving researchers the freedom to explore any health context of their 
desires. Despite such potentials, few studies have systematically investigated agents and 
avatars in the context of health behavior change. Among the collection of literature on agents 
and avatars in the health realm, the following sections review some of the representative and 
state‐of‐the‐art studies that specifically focus on how interactions in the virtual world with 
virtual representatives affect health behaviors in the physical world.

Vicariously Experiencing Future Negative Health Consequences  
through Agents and Avatars

Individuals are likely to hold a “rosy view” of distant futures, conceptualizing their futures 
in a positive light. Kahneman and Lovallo [26] attribute this overly optimistic assessment 
of future outcomes to an isolation error: people tend to think of the future as an isolated 
event, independent of past and present events, and base their forecasts of the future on plans 
and scenarios of success rather than on accurate past results. Greater temporal distance of 
an event, relative to the present, enhances the perceived positivity toward it [27]. Because 
future negative health consequences may take some time to manifest following present 
behaviors, the large temporal distance is likely to encourage unrealistic and inaccurate 
levels of optimism in thinking about the health issue. For instance, smoking a cigarette 
today will not immediately lead to lung problems the next day; rather, the detrimental 
effect of smoking may require years to manifest. The temporal distance between the cause 
(smoking) and effect (lung problems) renders this relationship abstract and opaque, leading 
individuals to assume an optimistic outlook for their own health in the future. Consequently, 
this “rosy view” phenomenon is one major barrier to successfully communicating health 
risks and changing present health behaviors.

One solution to the rosy view phenomenon is personal experience. Studies have demon-
strated that going through the actual experience at the moment reduces the unrealistic level 
of optimism that individuals perceive about future events [28], and that recent experiences 
are given more weight in deciding one’s susceptibility to risk than distant experiences [29]. 
However, with future negative health consequences, it would be unrealistic to prescribe 
personal experiences of negative health outcomes (e.g., lung problems) to reduce overly 
optimistic future forecasts. These negative health outcomes are often irrevocable or fatal.
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Using agents and avatars to digitally render future negative health consequences allows 
individuals to vicariously, but vividly, experience negative outcomes without having to 
incur actual damages to their physical and mental health. In the virtual world, time becomes 
a more fluid concept; once created, an agent or an avatar may be digitally manipulated to 
dynamically shift their appearances. For example, a virtual representation of an individual 
in his or her 20s may be created and then rapidly aged to depict the same person in his or 
her 60s [30]. Although 40 years has passed in the virtual world, this may take only a few 
seconds in the physical world. More importantly, these virtual experiences are sufficiently 
realistic to influence behaviors in the physical world.

In one of the first studies to observe how using agents and avatars to virtually depict 
future negative health consequences may influence health relevant behaviors in the physical 
world, participants were asked to watch a virtual simulation of an agent with photorealistic 
resemblance to themselves gain weight by eating candy or lose weight by eating carrots 
[31]. After watching the virtual simulation, participants were subjected to an unobtrusive 
measure of candy consumption in the physical world. Candy consumption was influenced 
by an interaction of two variables: sex and presence, or the degree to which participants felt 
that they were right there in the virtual world [32]. Male participants who felt high presence 
ate more candy, whereas female participants who felt high presence suppressed this 
behavior and ate less candy. The authors posited that this finding was a result of virtual 
imitation, wherein participants modeled the behavior he or has observed from his or her 
agent, particularly when the perceived presence was high. However, as the agents were 
shown to eat both candies and carrots, it was not clear which observed virtual behavior was 
affecting candy consumption in the physical world.

Building on these preliminary results, a recent set of studies investigated the transfer of 
virtual world effects to physical world behaviors in the context of soft drink consumption 
[33, 34]. If the earlier study posited that individuals would model and imitate the behaviors 
observed by the agent, this set of studies argued that agents and avatars may be used to 
reduce two types of psychological distances—temporal and social. Reducing the perceived 
temporal distance between the present health behavior and the future negative health 
consequence is likely to render the causal relationship concrete [35]. Also, reducing the 
perceived social distance between the individual and the given health issue is likely to 
p romote perceived personal relevance and involvement with the issue [35].

The results from this set of studies revealed that perceived social distance could be 
 successfully reduced by tailoring the information to the audience [33]. Tailoring may be as 
simple as changing the verbiage in a traditional pamphlet to create the illusion that the 
pamphlet was created specifically to target an individual. In virtual worlds, an agent or an 
avatar may be tailored to bear photorealistic resemblance to an individual, so that the 
individual may feel as if the vicarious virtual experiences are actually happening to him or 
her. Tailoring in both modalities reduced social distances, increased levels of involvement 
with the health issue at hand, and ultimately led to greater intentions to adopt the desired 
health behavior (i.e., reducing soft drink consumption) immediately following experi-
mental treatments [33].

The results also revealed that perceived temporal distance could be successfully 
reduced by coupling traditional health pamphlets with virtual simulations that feature 
agents and avatars depicting future negative health consequences [33]. A virtual simula-
tion was created to show an agent dynamically gaining weight as it continued to consume 
soft drinks in a virtual world, wherein 2 min of virtual time was equivalent to 2 years 
of  physical time. By  accelerating the passage of physical time in the virtual world, 
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participants who were exposed to the virtual simulation perceived shorter temporal 
distances between their present health behaviors and future health consequences. The 
reduced temporal distance, in turn, increased the perceived imminence of risks related 
with soft drink consumption, ultimately leading to lower consumption of soft drinks 1 week 
following the experimental treatment compared to participants who were not exposed to 
the virtual simulation. At this point, the effect of tailoring that was observed immediately 
following experimental treatments dissipated, and only the effect of watching the virtual 
simulation remained influential.

A following study explored the effect of virtual doppelgängers [36], agents with photo-
realistic resemblance to individuals, to investigate the underlying mechanisms driving 
health behavior change in the same context of soft drink consumption [34]. Virtual doppel-
gängers create an interesting social phenomenon wherein a virtual entity that has photore-
alistic resemblance to an individual may look like an individual but not act like him or her 
because the agent is being controlled by an algorithm. Participants in the study were 
exposed to a virtual simulation showing either virtual doppelgängers or an unfamiliar agent 
gaining weight as a result of consuming soft drinks regularly for 2 years, depicted in 2 min 
in the virtual world. Results indicated that virtual doppelgängers were more effective than 
unfamiliar agents in increasing the perception of presence as well as self‐relevant thoughts 
in the virtual simulation. Watching an agent that looks like the self consume soft drinks and 
become obese made participants feel as if he or she were truly undergoing the experience 
and encouraged them to think about themselves in the context of soft drink consumption. 
Heightened presence and self‐relevant thoughts, in turn, led to increased personal relevance 
to the issue of soft drink consumption and obesity.

Finally, different modalities used to deliver a health message about soft drink consump-
tion and obesity were compared to determine the most effective message modality in the 
promotion of health behaviors [33]. Results indicated that compared to strictly statistical 
information, print narratives, and pictures, the virtual simulation of an agent gaining weight 
as a result of soft drink consumption over the years was best able to highlight the risks 
involved with soft drink consumption and actually reduce consumption one week following 
experimental treatments.

Taken together, these studies indicate that agents and avatars may serve as a powerful 
vehicle of health behavior change by depicting future negative health consequences. 
Without incurring actual harm to personal health, individuals are able to observe suffi-
ciently realistic simulations of what the future might have in store for them if they were to 
continue their present health behaviors. The observation of accelerated changes in the 
virtual representations’ health is able to meaningfully reduce the temporal and social 
distances perceived between the health risk and the self. Consequently, individuals feel that 
the risk may be more imminent and more personally relevant than they had originally 
thought, and ultimately adopt desirable health behaviors in the physical world.

Interactive Agents and Avatars for Health Behavior Change

If merely observing the vicarious experience of future negative health consequences occur-
ring to agents and avatars are powerful enough to change health behavior, the ability to 
directly interact with the agent or avatar is likely to amplify these favorable effects. In one 
of the earliest studies looking at how interactions with avatars could lead to differences in 
health behaviors in the physical world, participants were given either a photorealistically 
similar self‐avatar or an unfamiliar avatar to interact with in a virtual world [37]. When 
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the  participants exercised in the physical world, the avatar exercised with them using 
synchronous head and body movements in the virtual world. Results indicated that when 
participants interacted with a self‐avatar that exercised with them, they engaged in more 
exercising than when they interacted with an unfamiliar avatar. These effects persisted for 
up to 24 h following the experimental treatments.

In the past, such studies had to be conducted in a highly controlled laboratory setting 
to deliver interactive experiences with a virtual representation because the experimental 
setup required state‐of‐the‐art digital devices to track and render participants’ movements. 
Recently, however, the development of consumer grade electronics, such as video game 
consoles, has gradually increased the accessibility and affordability of interactive 
media, allowing individuals to interact with virtual representations in the comforts of 
their own living rooms [38]. The newer video game consoles such as the Microsoft 
Kinect Xbox and the Nintendo Wii are equipped with sensors and accelerometers that 
allow players to use naturalistic body movements to control their avatars in the game. 
This development has introduced a novel genre of gaming called exergames, which 
require players to use body movements to progress through the game [39]. Several 
recent studies have demonstrated that interacting with the avatars in these exergames 
results in increased physical activity [40] as well as weight reduction [41], particularly 
when playing with others rather than playing alone. Although exergames still contribute 
to the overall number of hours individuals spend in front of screens, which is positively 
linked to negative health outcomes [42], they help to substitute what would otherwise 
have been completely sedentary screen time with low to moderate levels of physical 
activity [43].

Although the bulk of studies looking at agents and avatars fail to reflect this, not all 
virtual representations are required to take on human forms. In one of the few studies that 
explored the effect of nonhuman virtual representations on health behaviors in the physical 
world, researchers investigated the potential of using a virtual pet to promote physical 
activity in children [44]. The American Heart Association released a scientific statement in 
2013 regarding pet ownership and cardiovascular risk [45], noting that owing a pet, a dog 
in particular, significantly increases physical activity levels of the pet’s owner, thereby 
reducing the risks for cardiovascular diseases and obesity.

Guided by the framework of social cognitive theory [46], the virtual pet was a dog 
designed to systematically promote physical activity in children through goal setting, 
vicarious experiences, and positive reinforcement. In the study, children’s physical activity 
was measured with an activity monitor that was synchronized with each virtual dog so 
that each child was paired with a unique pet displayed on a television screen mounted on 
a kiosk. The kiosk setup allows for the virtual pet to be mobile, following the children 
wherever needed rather than the children having to come to a specified location to 
p articipate in the program.

The underlying logic was that as children engaged in physical activity in the physical 
world, the virtual dog would also stay active with them in the virtual world, reaping the 
health benefits. When compared with children in the control group who were given an iden-
tical computer system with the same functionalities but without the virtual dog, children 
who interacted with the virtual dog engaged in approximately 1.09 more hours of physical 
activity daily. Self‐report survey data revealed that interacting with the virtual dog led 
children to feel confident about their abilities to set and meet physical activity goals, which 
in turn, heightened their beliefs that physical activity is good for them. The increase in 
physical activity belief ultimately led to an increase in physical activity.
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CONCLUSION

In an era of digital media technology, people consume health information in ways that are 
very different from the past. For young people, in particular, the Internet is one of the most 
sought out sources for health information [47]. Atkin [48] argues that choosing a channel 
appropriate for a specifically targeted audience will maximize the effect of health 
information. With the increasing ubiquity of interactive and mobile digital technology in 
our homes, it may be a timely endeavor to reexamine not just the content of health 
information but also how it is being disseminated.

Agents and avatars offer a dynamic yet highly controllable means to deliver health 
information in a novel, involving way. Offering a wide range of strategic tools that take 
advantage of novel media characteristics, such as the virtual acceleration of time and inter-
activity, agents and avatars yield powerful impacts in the virtual world that transfer to the 
physical world to change health behaviors. Observing and interacting with these virtual 
representations allows individuals to feel as if they are genuinely present in the situation 
[31, 33, 34], heightens their confidence about achieving health goals [44], and encourages 
them to think of the health risk as a personally relevant, important, and imminent event 
[33, 34]. Ultimately, these underlying mechanisms drive desired health behaviors that per-
sist longer over time than the same health information delivered through more traditional 
channels, such as statistical information, print, or pictures [31, 33, 34, 37, 44]. These efforts 
may even be combined with gaming mechanisms to replace overall sedentary time with 
physical activity while playing video games [39–41].

As agents and avatars offer different strengths and weaknesses, researchers and practi-
tioners should administer an extensive analysis of cost‐effectiveness to select the more 
appropriate form of virtual representation in the given context. An alternative option would 
be to consider an agent‐avatar hybrid, which capitalizes the strength of programmable 
 features and algorithms of agents while still being guided by a human controller [49, 50]. 
This crossover design would offer health interventions that have greater impact on human 
behavior but remain cheaper to operate and manage.

There is still much work to be done to harness the dynamic flexibility that agents and 
avatars offer to implement systematic primary and secondary prevention and intervention 
programs. However, the state‐of‐the‐art research introduced in this chapter confirms the 
potential of virtual representations to serve as a vehicle of health behavior change. Health 
issues often involve an intricate and complex web of individual and environmental factors, 
and avatars and agents may not be a panacea for all these issues. Yet, with the rapid advance-
ment of digital technology transforming our traditional norms and patterns of communi-
cation, these virtual representations, whether they are human or animal form, hold much 
potential in the realm of health interventions that has yet to be discovered.
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INTRODUCTION

As computer processing increases in power and affordability, more and more research has 
surfaced addressing the influence of digital avatars, agents, and virtual environments on 
user behavior. An important aspect of digital virtual environments is that researchers can 
exert complete control over environmental variables and tailor them to suit experimental 
goals. This feature is enormously important when creating environments designed to help 
users address health concerns such as excess body weight, disordered eating behavior, and 
diabetes management. Here, we describe digital virtual environment technology as well as 
applications for exercise, eating, and diabetes interventions.

VIRTUAL REALITY

Although virtual environments can be experienced without technology (e.g., via books, 
imagination, and art), the rapid rate of technological advancements over the past few 
decades has markedly increased the use of digital virtual environments in both daily 
life and research arenas [1]. Virtual environments can be accessed via many technol­
ogies including phones, televisions, movies, CAVES [2, 3], head‐mounted displays 
(HMDs), and even headphones [4, 5]. Importantly, digital virtual environments vary 
along a spectrum from nonimmersive to immersive [6]. Technologically, an immersive 
digital virtual environment is one that provides a continuous stream of stimuli and 
is relatively omnipresent [1]. Such virtual environments provide powerful immersion 
experiences that have, for example, been shown to reduce severe pain, providing 
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a  novel but powerful approach to pain management for individuals suffering from 
serious injuries and life‐threatening illnesses [7–10].

Digital virtual environments also boast other advantages over “grounded reality”—
physical environments—that make them ideal for human research. For example, using 
digital immersive virtual environments allows researchers to achieve nearly complete 
control over all aspects and variable in experimental environments, thereby reducing the 
influence of extraneous variables and their potential influences on outcomes of interest 
[1]. Additionally, once created, digital virtual environments can be saved and catalogued, 
facilitating replication attempts because the digital files comprising the virtual world 
can be sent anywhere instantly. Their shareable nature reduces the influence of unpub­
lished “lab lore” on study procedures and allows studies to be conducted on more diverse 
samples [4]. Finally, digital virtual environments free researchers to conduct studies in 
laboratory settings that would otherwise be impossible due to issues such as safety, 
money, space, etc.

For example, researchers [11] interested in the formation of false memories brought 
young children into the laboratory and immersed them in a digital virtual environment 
where they swam with whales. Five days later, the children were asked if they remembered 
swimming with whales in “the real world.” Children immersed in the digital virtual envi­
ronment reported more false memories than those in the control condition. In another study, 
users walked on the edge of a digital virtual cliff while being watched and supported by 
their romantic partner, a situation that would be very difficult to simulate or safely conduct 
in a more traditional laboratory space [12]. Research applications like these highlight the 
unique features of digital immersive virtual environments and reinforce their utility as 
a research tool.

Digital virtual environments utilize technologies—hardware and software—that 
 automatically collects users’ physical and communicative behaviors (i.e., body and head 
movements) and renders them within the digital environment. Digital virtual environment 
implementations vary in “immersibility.” The Kinect PlayStation interface and online 
e nvironments such as Second Life are regarded as more and less immersible, respectively. 
The Kinect sensor projects infrared light on the body of the user and monitors its reflection 
allowing tracking of physical movements, body position, head pose, and facial expression [13]. 
Online digital environments such as Second Life do not collect any information regarding 
the user’s body movements, instead relying on users conscious input of a series of mouse 
and keyboard selections to control their digital representation (i.e., avatar) and interact with 
others [14]. Studies incorporating such digital environments demonstrate that user’s avatars 
are representative of the user’s personality [15]. Over time, users continue to develop social 
networks within digital environments such as Second Life demonstrating that even less 
technologically immersive environments quite powerful [14].

One key to implementation of more immersive digital virtual environments is the 
inclusion of a digital HMD allowing users to view and experience virtual environment 
 stereoscopically. Another is tracking of users’ physical movements. Head (roll, pitch, and 
yaw) and body (x, y, z position) movements are tracked in real time sending user location 
information and gaze direction to the controlling computer so it can update the user’s avatar 
movements and provide the appropriate field of view to the user [1].

Importantly, multiple users can be tracked simultaneously in real time within an immer­
sive virtual environment. Recently, HMD costs have decreased by two orders of magnitude 
(i.e., $30,000–$300). As of this writing, one such HMD is the Oculus Rift, boasting a light­
weight frame allowing more researchers and home users to venture into the world of digital 
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immersive virtual environment technology [16]. Many other tech companies are scrambling 
to produce their own versions of inexpensive HMDs.

In the past, relatively low computer processing power resulted in notable time lags 
 between a user’s movements and the updating of virtual visual fields causing disorien­
tation and “cybersickness.” However, as the technology has continued to improve and 
become more affordable, digital environments can be rendered with minuscule lag time 
resulting in perceptually unbroken visual perception within immersive virtual worlds 
for users.

All virtual environments, regardless of immersibility and functionality, exert some level 
of influence whereby users feel temporarily transported and enveloped by the environment 
[17]. In terms of social environments, multiple users, or a single user and one or more 
apparent others (i.e., digital agents) can simultaneously inhabit the same immersive virtual 
world. Their influence upon each other is explained by the threshold model of social 
influence [4, 18–20]. The most recent instantiation of this model [20] specifies five vari­
ables that influence virtual humans within a virtual environment, including three mediating 
variables and at least two moderating variables.

The mediating variables include perceived agency levels of the virtual other present, 
communicative realism of these virtual human representations, and users’ response system 
level. The moderating variables include self‐relevance to the user of the virtual social envi­
ronment and context (see Fig. 13.1) [20].

Agency involves users’ theory of mind or attributions regarding other human appearing 
users and vary as a function of the degree to which users believe that virtual human 
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representations are being completely controlled in real time by another person (i.e., an 
avatar), one completely controlled by a computer (i.e., an agent), or some combination 
thereof [19].

Users treat avatars in virtual environments similar to how they treat humans in the 
physical world or “grounded reality” [21] as evidenced, for example, by maintaining 
greater interpersonal distance as a function of mutual gaze between users and agents [22]. 
Additionally, user reactions to social cues vary during interactions with avatars and agents. 
Surprisingly, one study demonstrated that smiles from a digital agent counselor increased 
empathy ratings while empathy ratings for smiling digital avatar counselors decreased 
empathy ratings [23]. These authors argue that there needs to be a match between how 
realistic the avatar/agent appears and how similar to humans they behave; when mismatches 
occurs, liking is decreased.

Agency levels and communicative realism together influence users’ perceptions and 
reactions to digital virtual humans. The communicative realism of a virtual human is trans­
mitted via movement, anthropomorphic, and photo realism, the interaction of which deter­
mines the perceived authenticity of the virtual representation as a human and, in turn, its 
influence on users’ subsequent behaviors. For example, when conversing with digital others, 
users respond differentially during text compared to animated face interfaces, presenting 
themselves in the latter situation more positively and reporting more arousal. This behavior 
underscores the importance of communicative realism driven by the visual presence of 
“others” that incorporate movement, anthropomorphic and photo realism [24].

The response system level of the user is also critical for determining the threshold of 
social influence within an immersive virtual environment. At the unconscious or automatic 
level, the threshold is similar and relatively flat (e.g., whether a perceived avatar or per­
ceived agent emits a sudden loud noise, the user will exhibit a startle response). However, 
if higher‐level processes are at work, the threshold is relatively steep (see Fig. 13.1) [4]. 
Hence, a user is less likely to try to persuade an agent about something than an avatar. 
Finally, the level of self‐relevance of the virtual situation greatly influences the social 
influence threshold, as in the minimally self‐relevant situations in which users do not differ 
in terms of their interactions with people or agents; for example, withdrawing money from 
a bank via an actual teller or a digital agent such as an ATM. In these cases, the threshold 
is flat. Conversely, the threshold will be rather steep in highly relevant situations (e.g., job 
interviews and falling in love) where the extent of communicative realism is very impor­
tant. Together, these five variables interact to determine the level of social influence that 
occurs in digital immersive virtual worlds.

Transformed Social Interactions

Although many digital virtual social environments are nearly identical to their counterparts 
in grounded reality, such environments can be transformed to alter social interaction expe­
riences for users facilitating what are labeled as “transformed social interactions” (TSIs) 
[25, 26]. Because digital virtual environments can be independently rendered for users 
simultaneously, unique views and experiences can be generated for each. More specifi­
cally, transformed social interactions are created by altering sensory abilities, situational 
contexts, and/or self‐representations in order to create environments that are truly altered 
in ways that are not possible in grounded reality.

When their sensory abilities are altered, users can access recent archival information 
about their own behaviors as well as those of other users (i.e., avatars) or agents. For 
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example, virtual environments can be designed so that users are privy to information about 
the activities of themselves and others in the virtual environment. A study employing 
teachers using virtual environments to interact with their students demonstrated that when 
teachers received feedback about the amount of their own eye contact given to each  student, 
they were better able to apportion gaze amongst the entire class [27]. Relatedly, researchers 
can implement augmented gaze algorithms in which the gaze of an agent speaker can be 
rendered uniquely for each user among members of a group such that it appears that the 
speaker is gazing only at that user, but for every user in the environment. Women interact­
ing with didactic agents using augmented gaze find the agents to be more persuasive, and 
men remember more of the information they provided [28].

Situational contexts within digital immersive virtual environments can also be mani­
pulated such that facets like space or time are altered to be other than that which one would 
experience in grounded reality. For example, the passage of time can be sped up, paused, 
or slowed to increase the efficiency and comprehension for students [25]. Additionally, the 
physical space within the virtual environment can be altered in many ways. Research on 
optimizing learning spaces demonstrates that virtual classrooms can be rendered so that 
each student experiences sitting in the center of the teacher’s field of view: a virtual class­
room position that has been shown to increase learning [27].

In addition to transformations to context and sensory abilities in digital virtual environ­
ment research, transformations to self‐representations have been commonly used [25]. 
When self‐representations are transformed, the behavior or appearance of the user is 
decoupled from the behavior and appearance of their avatar. For example, when users see 
their own avatars aged as though they are elderly, they allocate more money toward retire­
ment accounts [29]. Another study demonstrated that users knowingly embodied by Black 
avatars reported greater implicit racial bias than users embodied by White avatars [30]. 
Another common method for manipulating self‐representations involves slight shifts in 
user appearance and behavior to inform the appearance and behavior of the avatar. For 
example, users who were immersed in a digital virtual environment with an agent who 
mimicked their head movements on a 4‐second delay rated the agent more positively and 
as more persuasive than agents that exhibited generic pre‐recorded movements [31].

The Proteus Effect

As demonstrated by self‐representation transformations, digital humans can directly 
influence the perceptions and experiences of users. Extending this idea further, the Proteus 
Effect (based on self‐perception theory) demonstrates that people can infer their attitudes 
and behaviors by observing the behavior of their own avatar [32–34]. For example, users 
assigned more attractive avatars were more intimate with confederates than users assigned 
to less attractive avatars, and users with taller avatars behaved more confidently in a nego­
tiation task [33].

This effect has been extended to branding and marketing; users who identified with their 
avatar preferred brands worn by their avatars [35]. Importantly, distinctions have been 
drawn regarding how and when avatars most influence users. Researchers report that being 
embodied by an avatar in real time compared to watching an independent avatar perform 
actions results in greater behavioral changes such as maintaining decreased personal dis­
tance between themselves and other ostensible users’ avatars as well as choosing more 
attractive partners [36]. Additionally, individuals who were embodied by digital avatar 
representing the self liked their avatar more, walked physically closer to it in a virtual 
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environment, and were more willing to commit an embarrassing act suggesting increased 
intimacy than if that avatar was embodying someone else [37]. Hence, embodied avatars 
represent a unique way to directly influence attitudes and behaviors of users with the 
 ultimate goal of encouraging beneficial behaviors.

OBESITY AND WEIGhT STIGmA

During the past few decades, concerns over rising rates of obesity in the United States 
peaked when the World Health Organization declared obesity a global epidemic [38]. In 
2007, over 32% of men and 35% of women in the United States were obese [39]. Obesity 
forecasts estimate that 51% of the population will be obese by 2030 [40]. At the time this 
chapter was written, individuals above a “body mass index” (BMI) of 25 are labeled over­
weight and those above 30, obese [41].

Research continues to emphasize the importance of nutritional education and increases 
in physical activity to combat obesity [42]. According to the Center for Disease Control 
(CDC), less than half of US adults perform the recommended amount of daily exercise to 
maintain health [43]. National surveys conducted between 1988 and 2010 indicate that the 
proportion of adults reporting no physical activity rose from 19 to 51% in women and 11 
to 43% in men [44]. Nationally representative samples show that obesity levels have 
continued to rise in all US counties during the 2000s but no overall increase in the 
percentage of adults exercising [45].

Importantly, obesity does not affect all types of people equally; approximately 45% of 
African American adults are obese compared to 30% of Caucasian adults [46]. Additionally, 
obesity affects men and women differently. Compared to normal weight individuals, over­
weight and mildly obese women report poorer physical health, but only moderately obese 
men report poorer perceived health [47]. The authors suggest that these disparities are 
driven by weight‐related stigma, discrimination, and body image concerns that are greater 
for women than men [47]. Indeed, the desire to lose weight (a proxy for body image 
c oncerns) is a stronger predictor of sick days than actual BMI [48].

Results of many lines of research converge on the conclusion that the psychological 
stress associated with weight stigma leads to increased stress responses that decrease 
psychological and physical health and well‐being (this pattern is especially pronounced in 
cultures who value thinness) [49]. Obesity‐related stigma often stems from the belief that 
an individual’s weight is completely within their control and, if they are overweight, it is 
only because they are lazy, sloppy, or noncompetent [50]. Furthermore, overweight and 
obese individuals experience discrimination in a many settings including education, health­
care, employment, and interpersonal relationships [50, 51].

Experiencing weight stigma leads to negative effects such as increased eating, decreased 
exercise, decreased self‐regulatory ability, decreased self‐reported health, and heightened 
future risk of obesity [52–54]. Indeed according to the Cyclic Obesity/Weight‐Based 
Stigma (COBWEBS) model, weight stigma leads to weight gain by increasing stress, 
thereby increasing eating and cortisol levels [55]. These and other findings have caused 
backlash to media campaigns with messages stigmatizing weight [56, 57].

To escape the crushing influence of socially driven weight stigma, obese individuals 
can turn to digital platforms and environments. Recent research suggests that people 
express their ideal selves by using thinner avatars, underreporting weight and age, and 
profiles that primarily reflect positive traits and idealized versions of the self [58–64]. 
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Using an avatar reflecting an ideal self increases immersion as well as perceived 
 interactivity of the avatar [65]. However, digital immersive virtual environments could 
be a powerful tool in addressing the growing obesity epidemic.

VIRTUAL REALITY AS A TOOL FOR COmBATTING hEALTh ISSUES

The use of digital platforms for health and well‐being interventions is not new [1]. 
Importantly, as technology has continued to become more powerful and simultaneously 
more affordable, more health‐related experimental research has been conducted using both 
immersive and non‐immersive virtual environments. An impressive body of literature sup­
ports the use of virtual environments to increase levels of exercise, regulate eating behavior, 
and help those with diabetes improve healthful behavior adherence.

Exercise

Exercising regularly is important for maintaining physical health and normal weight and to 
prevent future weight gain [66]. The CDC recommends that adults perform at least 2.5 h of 
aerobic physical activity (i.e., fast‐paced walking) weekly, yet only half of adults do [43]. 
Even small amounts of exercise can reduce risks of cardiovascular morbidity and mortality 
[67]. Unsurprisingly, research indicates that more weekly exercise is needed to lose significant 
amounts of weight (more than 250 min per week) compared to maintaining or losing modest 
amounts of weight (150–250 min per week) [66]. Given rising levels of obesity and declining 
levels of exercise, researchers and clinicians have sought new ways to increase adult exercise.

With mass‐market distribution of gaming consoles, game developers and clinicians 
found a new tool to encourage exercise in a fun, engaging manner. Exergames (i.e., active 
video games) track players’ body movements and incorporate the movements as part of the 
game [68–70]. Some of the earliest instantiations of exergames included Dance Dance 
Revolution (1998) in which users dance on a pressure sensitive platform that collects foot 
movement information and the Sony Playstation EyeToy (2004) that utilizes a camera to 
gather user movement information. In 2006, Nintendo released the Wii that utilized a 
camera and a motion sensitive controller to record user movement. In 2007, Nintendo 
released a peripheral device (known as the Wii fit board) which records pressure information 
and has been shown to stimulate light‐to‐moderate physical activity in children and 
adults [71, 72]. Nintendo created games that require the use of more of the body (thereby 
increasing exercise levels).

In a similar manner, Microsoft’s created the Kinect sensor bar for its Xbox console that 
projects an infrared array onto the user to map body movements, as well as incorporating a 
microphone and camera [70]. The Kinect system differs from the Wii dramatically because 
it does not require a controller to operate; the user is the controller via a series of gestures 
to advance and play games.

Finally, immersive digital virtual environments and games have been created in labora­
tories across the country for research purposes. For example, Astrojumper is a game in 
which participants move their entire body to avoid colliding with planets they see in the 
HMD. A study employing this game revealed increased heart rate levels post game play 
[73]. These platforms represent current advancements in exergame technology; but as 
 sensors become more portable and less invasive, it will be easier to collect and utilize body 
motion information to encourage increased exercise levels in users.
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A wealth of research exists highlighting the benefits of exergame platforms [74]. 
Generally, employing digital virtual environments presents advantages over exercising in 
grounded reality as they allow users to easily review their physical movements (via features 
like pause and rewind) as well as view their avatar from a third person perspective. In two 
studies, immersion in a digital virtual environment increased accuracy of newly learned 
exercise movements compared to users who were not immersed and unable to review their 
movements [75].

Perhaps of most interest to clinicians and researchers, exergames can be used to increase 
exercise intensity and duration. Two decades of research demonstrates that when users are 
immersed in a digital virtual environment and interact with a virtual other (i.e., a coach), 
they exercise more intensively and report higher intrinsic motivation [76]. Similarly, after 
observing a virtual representation of the self‐running on a treadmill, participants completed 
significantly more exercise in the following 24‐h period than did participants observing a 
virtual representation of another person [77]. A follow‐up study revealed higher levels of 
skin conductance (physiological arousal) while watching a virtual representation of the 
self‐running on a treadmill which is hypothesized to be the reason for subsequent increased 
exercise behavior [78].

Many exergame studies employ bicycles as the preferred method of exercise in immer­
sive virtual environments because they allow users to remain seated, thereby reducing the 
risk of injury. In one study, participants cycled on a stationary bike while playing or not 
playing video games. Those who played while cycling exhibited increased VO

2
 max and 

decreased resting systolic blood pressure [79]. In similar studies, participants pedaled a 
stationary bike attached to a computer and monitor (or projector) displaying an exergame 
that either provided information about pedaling speed and distance or no such feedback. 
Results indicated that participants exposed to more realistic exergames exhibited increased 
pedaling intensity, cycling endurance, and energy expenditure [80, 81].

Innovations in digital virtual environment exercise research have focused on inter­
weaving behavior in virtual environments with exercise in grounded reality. To this end, 
researchers created exergames that rely on daily exercise totals, which are measured via 
peripheral devices such as pedometers, phone applications, and palm pilots. In an attempt 
to engage children, researchers created a video game in which children can exercise, play 
with, and train a virtual pet using their own daily exercise as input (i.e., number of steps 
taken) for the game. They found that children given the opportunity to play the game 
increased exercise levels [82].

Similarly, participants playing Neverball must navigate a large ball through a maze in a 
given amount of time. Importantly, participants can earn extra game time by exercising 
more in grounded reality. Players increased their exercise time by 20% when exposed to the 
Neverball platform [83]. In another novel design, NEAT‐o‐Games developers created an 
avatar for each player that would meet in the virtual environment daily and compete in a 
foot race. The speed of the participant’s avatar depended on how much exercise the partic­
ipant completed throughout the day, which was automatically tracked using a palm pilot 
carried by the participant. Results indicate that engaging with the game increased the time 
and intensity of the participant’s aerobic activity [84].

Finally, research employing the Proteus Effect demonstrates that behavior of avatars in 
digital virtual environments can influence users’ grounded reality behaviors. Using Second 
Life, researchers confirmed that users whose avatars engage in healthy behaviors in Second 
Life are more likely to engage in exercise and other active behavior than users who have 
avatars that are less physically active [85].
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Exergames can also influence more than just physical behavior. Several studies have 
shown that exergames platforms increase positive mood in participants and reduce fatigue 
across different exercise types and immersion levels [86–90]. Importantly, for individuals 
with high body image dissatisfaction, exergames increase negative effect. Participants with 
high body image dissatisfaction who saw their avatars while exercising reported less enjoy­
ment, lower positive mood, and lowered exercise self‐efficacy [91]. In a follow‐up study, 
the researchers recruited participants with either high or low body image dissatisfaction to 
play an exergame in which they boxed with a computer agent using a generic avatar. 
Findings indicate that those with high body image dissatisfaction enjoyed the exergame 
more than those with low body image dissatisfaction and exhibited a larger decrease in 
social physique anxiety [92]. The difference in results between the two studies could be due 
to using a generic avatar instead of a weight and gender specific avatar as in study 2. 
Participant’s self‐awareness was likely lessened allowing them to exercise with lower 
c oncerns for weight stigma.

Eating Behavior

Although physical activity is admittedly only one approach to losing and maintaining a 
healthy weight, other research employing digital immersive virtual environments aims to 
help people choose better foods, gain healthy eating knowledge, and provide novel, person­
alized treatment methods for those with eating disorders.

Digital virtual environments are ideally suited to helping people make better food 
choices because virtual environments can be transformed to present an environment unlike 
that which users experience regularly. In one study, the apparent size of the food con­
sumed by the user was transformed in an attempt to better understand how peripheral cues 
influence indicators of satiety. In this study, participants came to the laboratory on three 
occasions and ate actual Oreo cookies while immersed in a digital virtual environment. 
Crucially, the virtual environment allowed the researchers to change the apparent size of 
the cookie being eaten such that one day it appeared original size (33 mm), one day 67 
times the normal size (22 mm) and one day, 1.5 times the normal size (50 m). Findings 
indicate that users ate significantly more cookie when they ate the visually smaller cookie 
compared to the larger cookie [93].

In another study, researchers immersed participants in a virtual environment in which 
their avatar’s weight either changed to reflect the effect of what the avatar ate or did not eat. 
The researchers subsequently assessed the amount of candy the participant ate. Results 
demonstrated that participants with changing avatars reported higher levels of presence 
(the feeling that the virtual environment is real and that their actions in grounded reality are 
linked to the virtual environment) that differentially influenced eating behavior of men and 
women. Women who had low levels of presence and men with high levels of presence ate 
more candy than women with high presence or men with low presence [94].

Another important advantage of digital virtual environments is that clinicians and 
researchers can create environments in which users learn and practice healthful behaviors 
with the goal of translating the new virtual behaviors to behaviors in grounded reality. For 
example, in Second Life, a special island called “Club One” was created to get users to 
attend virtual health, exercise, and nutrition classes that encouraged weight loss [95]. Club 
One Island represents a novel approach to tackling weight loss as it allows individuals with 
limited funds or access to gyms to get the support needed to make lifestyle changes. After 
a 12‐week intervention program, Club One Island participants showed increased levels of 
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exercise and fruit and vegetable consumption while a control group who completed a 
standard face‐to‐face weight loss intervention showed no such improvements. Similar 
results were found when participants completed a 3‐month weight loss intervention 
program either face‐to‐face or in Second Life. After 3 months, participants in the face‐to‐
face intervention showed greater weight loss but those in the Second Life condition 
showed significantly greater weight maintenance [96].

Importantly, health knowledge gained in digital virtual environments can spread through 
families to improve the health of multiple individuals. Overweight and obese mothers 
received information about their child’s environmental and genetic risk of becoming obese 
and family health history and were then immersed in a digital virtual environment created 
to look like a buffet. The mothers were then instructed to select virtual foods and drink for 
their child’s lunch. Mothers receiving information (relative to control groups) created 
plates with 45 fewer calories on average [97]. Communicating health information to partic­
ipants and allowing them to practice healthful behaviors in digital virtual environments 
represents a novel approach to health education.

In the past decade, digital environments have become more popular in clinical settings as 
a method for delivering targeted and personalized therapy for issues such as eating disorders 
and body image disturbances [98, 99]. Studies show that using virtual environments as stress 
management tools is effective for individuals with emotional eating concerns. Immersing 
individuals in virtual environments lowers anxiety levels below those from imagining or 
DVD‐based stress management systems [100, 101]. Similarly, immersion in virtual environ­
ments can improve body image for those who are obese or have eating disorders [102, 103]. 
For example, obese patients were assigned to either a virtual environment treatment con­
dition or a standard therapy group. Exposure to a therapeutic virtual environment improved 
body image satisfaction, self‐efficacy, and motivation for change and a reduction in prob­
lematic eating and social behaviors [104, 105].

Given the research above, virtual reality technologies have facilitated research and prac­
tices on eating disorders. Hence, it is not surprising that researchers [106] have concluded 
that virtual environments represent a novel approach for addressing the needs of a growing 
population of individuals with eating disorders or weight loss needs.

Diabetes management

While utilizing virtual environments to address disordered eating, exercise, and eating 
behaviors is relatively novel,, even more recent applications have been pioneered, such as 
diabetes care and management. Like studies with patients with eating disorders, clinicians 
and researchers have created virtual environments with the goal of teaching patients with 
diabetes about self‐care and disease management.

For example, a virtual environment, Second Life Impacts Diabetes and Education and 
Support (SLIDES), provides diabetes patients with access to health care providers as well 
as to other patients. Additionally, it allows patients to go through skill‐building simulations 
and scenarios that will give them necessary tools to manage their disease in grounded 
reality [107]. In a recent study, researchers utilized SLIDES as a teaching tool with a group 
of patients who had had diabetes for an average of 12 years [108]. After 6 months, patients 
showed increases in self‐reported social support for diabetes management, self‐efficacy to 
perform management behaviors, and foot care (a critical disease management behavior). 
Other virtual environments target additional disease management behaviors such as select­
ing nutritious foods are the grocery store. Participants select products on the aisles of 
the virtual grocery store and researchers track how long they spend in each aisle, what 
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packaging components they consider, and how factors such as shelf positioning and 
 merchandising influence appeal [109]. This information allows researchers to design tar­
geted intervention and information to help patients select the healthiest foods.

Finally, researchers have begun to utilize virtual environment walking systems designed 
for stroke patients in diabetes management programs. Exercise is a crucial component of 
managing diabetes, yet many patients (between 60 and 70%) do not get enough exercise. 
Researchers have suggested utilizing virtual environments that encourage walking on a 
treadmill or cycling on a stationary bike as methods for increasing physical activity levels 
in diabetes patients [110]. With virtual environment technology rapidly improving, innovative 
applications for disease management will soon be developed and implemented in h ospitals 
and homes around the world.

CONCLUSION

This chapter reviews the fundamentals of digital virtual environments and their use in pre­
senting users with augmented forms of grounded realty by transforming factors such as the 
situational context, self‐representations, and sensory abilities. Importantly, by altering 
“reality” in these digital virtual environments, researchers can harness the influential nature 
of avatars on their human user counterparts to enact psychological and physical changes in 
the user (via the Proteus Effect). Using an avatar’s to influence the user has enormous 
potential implications for addressing the growing obesity epidemic, as well as clinical con­
cerns such as eating disorders and diseases such as diabetes. Digital virtual environments 
allow users to practice positive behaviors, learn new skills, and interact with others all 
within a safely built environment. The skills acquired in the virtual environment are then 
transferred to daily life in grounded reality, increasing the health and well‐being of users.

Even with the recent declines in the cost of virtual reality hardware (e.g., the Kinect 
sensor bar and the Oculus Rift HMD), cost and computing power still limit the use of 
digital virtual environments on a large scale or in many research facilities. Given the current 
body of research highlighting the plethora of benefits of using virtual environment‐based 
interventions, many more studies are needed to address gaps in the literature. Specifically, 
studies are needed address topics such as portion size, food marketing effects, applying 
learning in virtual environments to behaviors in grounded reality, creating exergames that 
maintain interest and significantly elevate heart rate, and incorporating information from 
peripheral devices (i.e., pedometers or phone applications) into exergames to further 
encourage grounded reality physical activity.

Overall, digital virtual environments, whether accessed via phones, computers, projectors 
or HMDs, represent a new frontier in research tools for addressing growing health care con­
cerns. Going forward, health concerned users will find more and more relevant virtual envi­
ronments. Hence, continuing research to understand influences on users’ health is critical.
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INTRODUCTION

Technological advancements have paved the way for new approaches to modeling, simulation, 
and visualization. Modeling now encompasses high degrees of complexity and holistic 
methods of data representation [1]. Clinicians can model physiology and body systems of 
a patient, while complex, on predictable algorithms. However, accurately modeling the 
inherently social nature of clinical encounters among clinicians and patients is much more 
difficult, but perhaps just as important. Collaboration and social interaction are symbiotic 
[2]. Further, all aspects of healthcare take place through collaboration and are necessarily 
distributive. This chapter reviews and discusses pedagogy to help educators frame learning 
opportunities to accurately model nontechnical or behavioral skills such as social interactions 
related to clinical education within immersive virtual reality environments.

THEORY FOR IMMERSIVE VIRTUAL LEARNING SPACES

The healthcare simulation paradigm most often embraces experiential learning theory to 
frame simulation‐based learning encounters. Whether these simulations take place using 
standardized patients, mannikin‐based simulators in situ, within simulation laboratories or 
within digital environments, they all take place within created environments [3]. Created 
environments provide the environmental fidelity that situates the learning encounter within 
the context of clinical education. Accurately situating the simulation‐based learning 
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experience allows learners to explore their roles as clinicians and members of the patient 
care team [4]. The most often cited experiential learning theory authors found within sim-
ulation literature include David Kolb, Donald Schön, and Patricia Benner. What is most 
interesting about the application of Kolb, Schön, and Benner to modern simulation is that 
their respective theories all predated contemporary mannikin‐based simulation and most 
certainly the complex simulation occurring in immersive digital environments. Of the three 
only Benner, a nursing scholar, is a healthcare clinician.

The concept of Kolb’s experiential learning theory is that of a continuous cycle that 
includes reflection, conceptualization and experimentation to create a concrete experience. 
Each concrete experience begins the cycle again [3, 5, 6]. Schön’s model [7] of professional 
practice emphasizes the role of reflective cycles of internal dialogue that come to represent 
a learner’s reflection‐on‐action. In Schön’s theory the professional works through an 
internal dialog with a problematic situation [7]. This dialogue, or talk‐back provides a form 
of feedback that helps guide and inform decision making [8, 9].

Benner’s theory [10] focusing on the journey from novice to expert emphasizes the con-
cept of thinking‐in‐action. Benner argued that nurses enter the profession as novices and 
that over time they accumulate situated experience that drives their practice. As novices 
obtain more experience within the practice of nursing or other healthcare professions, 
they are able to draw on past experiences to influence the quality of decisions made in 
day‐to‐day practice.

Contemporary Theory for Immersive Virtual Learning Spaces

Some argue that good pedagogy stands the test of time, and that there is no need to 
extrapolate beyond the experiential learning theories of the 1980s as identified above. 
However, Kolb, Schön, and Benner could not have anticipated how educators and clini-
cians would use their respective theories to support educational experiences taking place 
within virtual learning spaces. Virtual learning spaces often afford learners with more 
agency and afford instructors less formal control than in traditional bricks‐and‐mortar 
teaching spaces. In traditional learning spaces social and professional mores are well 
understood by teachers and students alike. In short, students know their role and place. 
Students view faculty and teachers as experts. Faculty and teachers in turn understand 
their roles as an authority figures.

Educators can best leverage digital immersive learning environments when they evaluate 
curriculum content for best fit within the digital environment and they craft lessons to unfold 
purposefully with these environments. In order to accomplish these tasks, educators should 
not only spend time in immersive environments, but they should also explore contemporary 
pedagogy specific to game‐based learning and learning within immersive learning environ-
ments existing in total or in part digitally. The remainder of this chapter reviews three 
 contemporary theories specific to digital, game‐based, immersive virtual learning spaces. 
The three theories presented here are socially situated cognition, designed experiences, and 
the ecology of culturally competent design. The chapter’s discussion assumes that clinical 
 education and the healthcare professions are inherently social phenomena.

Socially Situated Cognition Learning necessarily takes place as a social construct. 
Teachers carefully craft a syllabus with objectives that require the acquisition of knowledge, 
and facts that represent standards of practice. However, the ability for learners to recall 
knowledge and to apply learned behavior appropriately is situated within a material, social, 
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and cultural world [11]. Teaching somebody to become a healthcare clinician and actually 
practicing as one is situated within a contextually specific environment with a host of 
values and expectations [3, 9, 12].

Immersive virtual environments digitally immerse students as player characters into 
future professional contexts. Immersive environments allow the learners to see themselves 
and participate in roles beyond the context of a medical or nursing student and allows 
faculty to evaluate students within these roles. Authentically situating learning experiences 
allow students to complete activities and to interact with others within the social construct 
and professional mores inherent to clinical practice. Immersion into virtual settings requires 
players to “try on” different identities [12–14]. This process provides the student with the 
opportunity to see clinical practice from multiple perspectives.

Immersive virtual environments provide a powerful tool for students to reflect accultur-
ation processes. Acculturation is an important part of joining any profession. Students must 
learn what it means to become a nurse, physician or any other type of clinician. Acculturation 
provides a social and cultural imprinting process that identifies the expectations of practice 
for students. Immersive virtual environments that encourage or require students to assume 
future roles and responsibilities ask students to reflectively negotiate and reconcile their 
current status and identity as a student with the role they are assuming within the a socially 
situated virtual environment.

Gee [12] refers to this paradigm as the projective identity. In the real world the learner 
is clearly identified and known as a student with all of the social and professional con-
structs associated with the student role. In real‐world clinical learning spaces medical and 
nursing students wear short white coats, school patches and nametags so they are easily 
identified as students. This branding serves to keep patients and students safe. However, it 
also limits the type of experiences that students will have during clinical and professional 
encounters. In immersive virtual learning spaces the students are asked to play the role they 
have assumed to the best of their ability. This requires that the students negotiate and 
reconcile who they are in the real world with the role they play in the virtual world.

The student’s reflection on the projective identity represents a sophisticated and  complex 
process that allows for cultural framing. A student’s real‐world progress and the development 
of an identity within a field of study usually progress in a linear, temporal manner. However, 
identities developed within immersive virtual environments are not bounded by time. 
Learners engaged in immersive virtual environments are encouraged to explore future roles 
and responsibilities generally not available to novices [9, 8, 12].

Designed Experience Squire [15] in his discussion of the role that videogames can play 
in educational contexts, argues that educators and curriculum designers in particular should 
pay careful attention to videogames because they can provide “…designed experiences, in 
which participants learn through a grammar of doing and being.” The designed experience 
frames educational opportunities as performance. Seeing learning as performance is of 
particular interest to healthcare professions such as medicine and nursing because it provides 
a familiar framework. Once students move out of the classroom and into clinical sites and 
clerkships everything they do is performance based. Students are evaluated not simply 
based on technical skills but also on nontechnical or behavioral skills.

Designed experiences embody structured activities in the environments where these 
activities take place. In the context of this chapter, the immersive virtual environment 
 represents the created space where educators, designers and content experts have carefully 
crafted and scaffolded lessons for students. The lessons unfold in the situated immersive 
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environment through student performance. The environment itself, as well as the narrative 
that drives the designed experience will provide cues and rules to encourage targeted and 
predictable behavior that should map back to curriculum objectives.

In short, educational designers should script specific interactions that create predictable 
types of experience for players (learners). However, educators must understand that virtual 
environments provide and encourage a safe place for students cocreate their own lived 
experiences. In other words, successful immersive virtual environments will provide 
 created spaces where interesting interactions will take place (see Refs. [3, 15, 16.])

Embracing the designed experience within immersive virtual learning spaces provides a 
template and theoretical framework for curriculum design for the clinical health sciences. 
It allows content experts and educational designers to work together to address important 
educational lessons focused on acculturation to the clinical professions. Because learning 
is seen as performance, students are encouraged to act as a physician or a nurse. Faculty 
who monitor student progress within the immersive digital environment act as guides to 
provide just‐in‐time feedback to encourage desired behavioral outcomes. The virtual envi-
ronment can be created to itself provide both just‐in‐time feedback and anytime feedback 
to students. Environments that provide feedback based on artificial intelligence provide 
appealing advantages to the learning paradigm unavailable during traditional clinical 
encounters or even existing in bricks‐and‐mortar simulation laboratories [16].

Ecology for Culturally Competent Design The ecology for culturally competent design 
was specifically created to provide a template for educators, educational designers, and 
game designers to address concerns related to culture and acculturation of students studying 
clinical disciplines. The ecology of culturally competent design defines clinical disciplines 
to include healthcare, as well as professions such as teaching and protective services such 
as emergency medical services, firefighting and law enforcement (see Refs. [8, 9].)

Acculturation into a profession is vitally important because it moves beyond the tasks 
or psychomotor skills needed to join a given profession. Novices to clinical professions 
must learn the social and cultural norms required to gain full access to the profession in 
order realize their full potential. Benner [10] posited that it takes 7 years for nurses 
entering the profession to move from novice to expert. While Benner refers to the temporal 
experience required for nurses to make expert clinical decisions, it is clear that students 
make these decisions within the sociocultural context of what it means to be a nurse. 
Until one transitions from the role of pre‐novice or student to a novice entering a clinical 
profession it is impossible to understand a given clinical profession’s socio‐cultural 
expectations. Because the practice of nursing and medicine takes place in an inherently 
social context, it is imperative that clinical educators find ways to introduce students to 
what it means to be a nurse or physician. In short, how can we begin the acculturation 
process for our students before they enter their professions?

The immersive virtual reality environment allows faculty to design experiences in 
virtual learning spaces that allow students explore the roles they hope to assume when they 
complete their training. Even more important, faculty can encourage students to play the 
part of other professions they will eventually work with. Interprofessional (IPE) education 
has been identified as an essential component in advancing education in healthcare profes-
sions [17]. Unfortunately, traditional bricks‐and‐mortar clinical experiences do not always 
provide the best opportunity for students to observe best practices associated with clinical 
professions. Leape [18] identifies disrespect among clinical professionals as a substan-
tial barrier and threat to patient safety. Disrespect among the clinical professions also 
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contributes to professional dissatisfaction and high rates of turnover among experienced staff 
[19]. Leape [20] also argues that IPE is key to redesign flawed processes to prevent harm to 
patients [21]. Unfortunately, much of the behavior that Leape identifies as disrespectful and 
disruptive is learned in hospitals and clinics found in contemporary practice. Assuming and 
understanding a new role is complex and stressful. To become a successful nurse, physician 
or any other type of clinician requires that the clinician come to understand their role within 
the context of many other disciplines. The provision of healthcare is by definition distributive. 
The immersive virtual environment provides the context and environment to explore the roles 
associated with self and other disciplines found within the healthcare arena.

We frame the ecology of culturally competent design by four elements: activities, con-
text, narrative, and characters. The ecology of culturally competent design argues that all 
of the elements together provide rich educational experiences in virtual learning spaces not 
always available in traditional real‐world teaching and learning situations. It is the nexus of 
these for elements (activities, context, narrative, and characters) occurring simultaneously 
in real time within the immersive virtual environment that engage students and authenti-
cally situate learning [8, 9].

Activities

Activity and interactivity found within a virtual immersive learning environment is essential 
to engaging students to promote learning objectives. The graphic esthetics of immersive 
virtual environments are becoming more and more appealing and realistic. However, 
without the ability of learners to engage in some sort of meaningful activity that maps back 
to the curricula, immersive virtual environments offer little to hold students’ attention.

Contexts

Context grounds situational learning. For the novice, context is often a confounding 
 variable. Learners can find it difficult to recognize important patterns that are situated con-
textually in new or unfamiliar situations when they have little past experience to draw from. 
In the real world optimal context may not be available to provide students with a safe place 
to explore ethical questions related to self and others. Educators must be prepared to pro-
vide feedback and mentorship on the behavior that students exhibit in virtual spaces. 
Students often have little genuine or authentic experience about the roles they hope to 
assume. We should not be surprised to see students modeling the experiences often seen 
during real‐world clinical encounters. Students’ misinterpretations and missteps should be 
seen as important opportunities for educational guidance and intervention.

Virtual learning spaces provide experiences educators can situate within the context of 
the clinical and professional spaces that students will come to occupy later in their own 
practice. Well‐designed experiences taking place in created environments, immersive 
virtual environments provide authentic contexts that allow students to glean valuable cues 
related to pattern recognition to influence future decision making [9, 22, 23].

Narratives

Narratives provide meaning to lessons unfolding in digital spaces, whether those spaces 
are taking place during game play, in a videogame, or in an educational context within 
immersive virtual reality environments. When educators authentically situate narratives in 
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immersive virtual environments students have the ability to imprint patterns learned in the 
virtual world for later recall and utility in the real world [8, 9, 24, 25]. Pattern recognition 
is a key component in the distinction among novices and experts.

Narratives provide the stage directions to guide designed experiences within virtual 
environments. Well‐written overarching narratives allow educators and educational 
designers with the ability to seed the virtual environment with emerging and branching 
narratives based on the quality of students’ decision making. A narrative may be as simple 
as providing learners with a virtual patient hand off or verbal report of a patient’s history 
and physical exam. Narratives found within virtual learning spaces should map back to 
curriculum objectives from the context of the students perspective. In other words, the 
 narrative has to make sense to the student; it defines the characters and the roles they will 
play within the virtual environment.

Characters

Players or students within virtual environment are represented by avatars. Individuals 
immersed in virtual worlds interact with their environment and others who occupy the 
virtual space by using avatars. Avatars also know as player‐characters represent the embodi-
ment of the person immersed within a virtual environment. Players exist and interact with 
the virtual environment through their avatars [16].

Educators and educational designers can build and provide students with established 
avatars. Or they can provide learners with more autonomy and agency by allowing students 
to customize their own avatars. Avatars, whether customized by students or provided by 
educators, become sentient beings with in the virtual space. Avatars are malleable and fluid 
representations of student or learner identity. Students constantly reflect on who they are in 
the real world, how they are represented in the virtual world, and who they hope to become 
in the future. In this way, the virtual environment also remains fluid and the students 
occupying the virtual environment cocreate experiences through their expression of self 
and projected self through their avatars’ [8, 9].

When designing characters for immersive virtual environments and setting parameters 
for customization of avatars it is very important to be in tune with social and cultural norms 
and mores while avoiding the risk of projecting stereotypes. Whenever possible interac-
tions among characters represented within the virtual world should take place so that they 
truthfully as possible represent relevant social and cultural mores. These representations 
should be guided by expert and vetted consultation.

CONCLUSION

The representation of self and the activities available to students in virtual immersive 
environments must quickly engage learners, be well‐designed, and be intrinsically moti-
vating. Intrinsically motivating activity promotes agency and autonomy, competence, 
and connectedness or affinity to others [26, 27]. Intrinsically motivating experiences 
provide reward through mastery, where goals are clear, situated, and meaningful. 
Progress within the intrinsic paradigm is intuitive and immediate so that it endorses or 
reinforces behavior that the learner is already committed to or hopes to adopt in the 
future. Intrinsically motivating experiences reinforce the goals required to gain entrance 
into a profession, in this case a clinical profession. Students must be able to see themselves 
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and their future roles as  clinicians through the lens of the immersive learning environments 
that they are occupying for educational purposes.

This chapter has reinforced the importance of pattern recognition as powerful and key 
skill that leads to development of expertise [12]. Pattern recognition need not be acquired 
in the real world, rather pattern recognition occurring through game play, or within virtual 
learning spaces may be sufficient to prepare students for actual future practice [3, 8, 9, 28]. 
Pattern recognition is more than a litany of visible variables. Students must learn to under-
stand variables within the context of clinical practice and the role that they will play in 
recognizing patterns and using them as cues to make informed decisions.

Novices are capable of outperforming or performing on par with experts during task 
analysis using checklists. However, during clinical encounters taking place via simulation‐
based learning exercises or in actual practice, experts decisions are often more efficient and 
accurate than novices [29]. Contemporary theory argues that this occurs because experts 
have more situated experience reading the totality of clinical encounters, which occurs in an 
inherently social context and includes both an array of technical and nontechnical patterns. 
Acculturation of students into clinical professions can in part take place in immersive virtual 
environments. The process of acculturation is fluid and reflective and can be represented and 
negotiated through interaction and representation of self in virtual environments.
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INTRODUCTION

In the military, it is now common to use interoperability standards to connect existing simu­
lations in order to achieve a goal that none of the simulations can achieve by itself. A similar 
approach might be possible to achieve a digital patient if we interoperate existing simula­
tions of the human body and mind into a cohesive whole. While the military domain has 
worked on interoperability since the early nineties, the medical/healthcare domain is at the 
beginning of its exploration on this topic. In order to achieve a digital patient through inter­
operability, we need a roadmap that can help guide us as a community and as individuals.

In this chapter, we attempt to identify a roadmap to achieve a digital patient through inter­
operability by looking at what has been done in the military domain and explore how it can 
be applied to building a digital patient. In order to study what has been done in the military 
domain, we analyze the contents of conference and workshop publications of the Simulation 
Interoperability Standards Organization (SISO) between 2000 and 2010. We chose SISO 
because it has spent the past 15 years publishing interoperability standards and reporting on 
their use around the world. This analysis shows that while the focus of interoperability is 
always on simulations, the intended use and the end user are also very important. Similarly, 
simulations have to be developed with interoperability in mind, for a given purpose and an 
appropriate level of detail.

Based on the findings of the content analysis, we propose a roadmap that focuses on devel­
oping a digital patient system that (i) is built based on requirements, (ii) has a community of 
users, (iii) possesses a set of standards rules and practice, and (iv) has a management system 
and a lifecycle. The proposed digital patient is an interoperability system that serves the med­
ical/healthcare community and has mechanisms to grow, improve, and change and, most 
importantly, has a responsive flow of communication with its user community.
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The vision of a digital patient that can be used to train future health professionals, run 
scientific experiments on the effects of diseases, or test the effect of new cures has the 
potential to have a tremendous impact in healthcare. One approach to achieve this goal is 
to unify all the theories and practices of healthcare and medicine; merge them into a new 
single theory and then construct a unified model that reflects the new theory. The advantage 
of this approach is that we have a clear and consistent starting point from which to con­
struct a digital patient. While feasible, this approach is time consuming and requires an 
agreement amongst scientists on the veracity and plausibility of the theory after it has been 
empirically tested over time. Once the theory is established, it would undergo a simplifica­
tion process to turn it into a computable form. As our understanding of the human body and 
how it is affected by external entities and processes increases, the related theory would 
evolve and that evolution would be reflected in the model.

Another approach is to use existing models that capture years of research in the physical, 
mechanical, biological, mental, and physiological aspects of human beings and their envi­
ronment. The advantage is that we leverage existing knowledge borne out of solid research, 
and we can incrementally create a digital patient by carefully selecting and combining 
models. The challenge is that the combination of models must have at least the following 
properties:

•  Consistency: The digital patient must not have contradicting models. In other words, 
the models that are merged must form a single, coherent model or be derived from a 
single model. It also means that the same set of inputs must always produce the same 
sets of outputs in a consistently repeatable way.

•  “Simulateability”: The digital patient must be implementable on a digital computer. 
This means that all of the models used to construct the digital patient must run on a 
digital computer individually and collectively. It also means that theories that cannot 
be simplified into a computable form cannot be part of the digital patient.

•  Validity: The digital patient must consist of valid representations of a real patient and 
the medical attributes that coincide with that patient (i.e., treatment processes and 
effects of medicine). Findings from Ref. [1] show that a combination of valid models 
is not necessarily valid which means that validation has to be performed every time a 
new model is added to the digital patient.

Achieving a model that has any one of these three properties, let alone all three, is very 
challenging. Meeting this challenge requires that experts in simulation work closely with 
medical/healthcare experts. Achieving consistency and validity requires experts who under­
stand how to select appropriate models and how to combine them in a manner that produces 
a model that is both valid and consistent. Simulateability is typically the domain of the sim­
ulation expert who can help further simplify the model into a computable form. With either 
approach, simulateability is an essential component in achieving the digital patient.

There is no single accepted method for constructing models or simulations. This 
results in a wide range of models and simulation implementations across all domains. 
These simulations have different purposes, uses, intended users, and requirements, and 
they produce different outputs even when they are designed to model similar phe­
nomena. The simulations can differ in the realms of software (i.e., data types), hardware 
(i.e., the ability to physically connect to a simulation), and the level of abstraction (i.e., 
whether there conflicting assumptions between the models with respect to the refer­
ence system). As a result, pulling different simulations together to try and address a 



INTRODUCTION  211

problem that was not the original intent of the individual simulations leads to problems 
in composability, interoperability, and integratability.

Composability deals with the ability to assemble simulations into a single simulation 
system [2]. Simulations that already exist within a community are used to compose a new 
simulation that satisfies the requirements of the user [3]. The composition of a simulation is 
driven by the intended use of the simulation combined with all of the features contained 
within the component models. It is likely that the simulations selected to compose a new sim­
ulation contain additional features than the minimum features required to comprise the new 
simulation. Therefore, it is important to determine whether these extra features will cause any 
unexpected problems in the simulation that will unintentionally invalidate the simulation.

Interoperability deals with the ability of one or more systems (i.e., simulations) to 
exchange useful information between each other [4]. Interoperability occurs at the system 
level and focuses on the technical components of data exchange between systems. The two 
main components of interoperability are (i) the ability to exchange information (interopera­
tion) and (ii) the usability of the information being exchanged (interoperability) [5]. In order 
for two or more systems to be considered interoperable, there must exist a method for the 
systems to transmit information to each other. The usefulness of the data refers to not only 
the ability of a simulation to receive data from another simulation, but to have the ability to 
know which of the incoming information can and cannot be used by the simulation [3].

Integratability deals with the ability of the simulation infrastructures to talk to each 
other [6]. This specifically deals with the physical connections between the simulations 
that permit and facilitate the transferal of data between the simulations [3]. The hardware 
utilized by the simulation systems is of interest for integratability. Is there a network avail­
able for the simulation systems to communicate? Is there a secure network router that will 
block access to the simulation system? What protocols are available for allowing each sim­
ulation to transfer its information across a network? With these questions in mind, it is 
necessary to determine if the simulation infrastructures are designed in a manner that 
allows them to be successfully integrated. We refer the interested readers to Refs. [7–9] for 
more information on composability, integratabilty, and interoperability.

The Levels of Cconceptual Iinteroperability Mmodel (LCIM) defines seven layers of 
interoperation that differentiate between the integratability, interoperability, and compos­
ability components and can be used for determining which layer a model belongs [8]. The 
seven levels of the LCIM are no interoperability (level 0), technical interoperability (level 1), 
syntactic interoperability (level 2), semantic interoperability (level 3), pragmatic intero­
perability (level 4), dynamic interoperability (level 5), and conceptual interoperability 
(level 6). The first two levels, no interoperability and technical interoperability, deal with 
the areas of network and infrastructure and fall under the governing concept of integrat­
ability. No interoperability means that no network or other infrastructure elements are 
established to allow for information to be exchanged between systems. Achieving technical 
interoperability means that network or infrastructure elements that allow for information to 
be exchanged between systems do exist.

The next three levels deal with the areas of simulation and implementation and fall 
under the governing concept of interoperability. The level of syntactic interoperability 
means that the systems are able to use protocols to form common symbols that interpret 
and structure the information within the systems. These common symbols can then be 
exchanged. Semantic interoperability introduces common terminology that is used to tag 
the syntactical structures within the systems and produces a common understanding of the 
information being exchanged. Pragmatic interoperability allows for common relations 
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between the tagged structures to be captured. The relationships of the tagged structures are 
then provided with respect to the input and output parameters of the systems.

The final two categories deal with the areas of modeling and conceptualization and fall 
under the governing concept of composability. Dynamic interoperability means that the 
systems can account for the various system states and response options that can occur 
within each system. Conceptual interoperability involves capturing the background 
information of the systems including the assumptions, constraints, and simplifications that 
were used in building each system. If the systems are conceptually interoperable, then they 
share a common view of the problem. According to the LCIM, the ability of the systems to 
interoperate increases as they increase in level on the LCIM [8, 10].

In this chapter, we focus on the identification of requirements and challenges of creating 
a simulateable patient. The rest of the chapter is organized as follows: the following section 
presents our approach for identifying the requirements and challenges associated with 
combining simulations to build a digital patient; this is followed by a presentation of the 
results, recommendations, and conclusions.

APPROACH

To identify the challenges inherent to building a simulateable version of the digital patient, 
we look to the military domain where decreasing budgets and increasing training demands 
forced the Department of Defense (DoD) to consider combining models in the mid‐1990s. 
Standards such as the distributed interactive simulation (DIS) [11] and the high‐level 
architecture (HLA) [12] were enacted to help foster interoperability. In addition, the DoD 
promoted and supported the SISO as an organization that brings together people from 
government, industry, and academia to create, use, and report on standards. SISO holds 
three annual workshops and conferences on interoperability where peer‐reviewed papers are 
published and presented. Over the past decade, SISO has endeavored to create simulation 
standards in support of interoperability and composability. Embedded within the collective 
publications of SISO are years of experience in creating environments for existing models 
to work together. One way of extracting this knowledge is through content analysis [13].

Content analysis is the process of making valid inferences from text about the content 
of its uses [14] and [15]. This can be applied to any form of communication that can be 
transcribed into a textual format. The application of content analysis to a set of text pro­
duces the main themes and concepts that comprise the text in a manner that is replicable. 
Applying content analysis to SISO publications provides a means for identifying the major 
themes associated with interoperability, composabilitiy, and integratability, along with 
their main corresponding concepts. The use of content analysis has been previously applied 
to the healthcare domain in order to identify the main Modeling and Simulation techniques 
that are identified within the literature [16] and [17]. The interested reader is encouraged to 
read Refs. [18–20] for additional information on the purpose and uses of content analysis.

As a result, our approach consists of analyzing the content of SISO publications in order to 
(i) identify the concepts, topics, and themes of interoperability in the past decade and 
(ii) to discuss how they can be used to build a simulateable digital patient. We use Leximancer 
to perform automated content analysis. Leximancer uses the frequency of words and the 
relative co‐occurrence of the words to extract the concepts that are most associated with a 
group of text and provide a visual representation of the connections between them [21]. 
The interested reader is encouraged to read Refs. [22] and [23] on Leximancer.
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We use a dataset consisting of all SISO conference papers from 2000 to 2010. This resulted 
in a total of 2825 documents from the 11‐year period. A list of the SISO conference papers 
and presentations per year can be found and viewed at the SISO Digital Library at Ref. [24]. 
The papers and presentations are divided by year and then further subdivided by each of the 
three conferences. The number of documents obtained per year are shown in Table 15.1.

We first analyze the overall SISO dataset to identify the focus of SISO as a whole, and 
we use that focus as the basis to determine the requirements for the digital patient. Second, 
we analyze each year independently in order to establish a progression of topics in SISO 
over time. The year‐by‐year analysis accounts for the papers taken from all three SISO 
conferences for the corresponding year. We use this progression as a proposed research 
agenda for the digital patient.

BUILDING THE DIGITAL PATIENT THROUGH INTEROPERABILITY

To support the creation of a digital patient through interoperability, we must identify the 
main concepts that are associated with the interoperability of simulations within the litera­
ture. SISO was selected as the source from which to make this identification. Therefore, 
content analysis was applied to the publications that occurred during that decade to identify 
the main themes and concepts that were dominant across the decade. Figure 15.1 shows a 
concept map of the main themes and concepts over that decade along with the main contri­
butions of each year to the body of knowledge. For instance, in the years 2001, 2005, and 
2009 the main theme was “Used.” This theme is the biggest bubble shown within the figure. 
Within each theme in Figure 15.1, the main concepts for that theme are listed and lines are 
drawn between the concepts that commonly occur together. The folder tags for the folders 
that contained all of the documents for each year (a total of 11 folders for the years 2000–
2010) are also shown in Figure 15.1. The link between each folder tag and that corresponding 
concept shows the main concept that was identified for that year. Similarly, the theme that 
the concept is contained within is correspondingly the main theme for that year [21].

Within this section, we explore each theme in detail and draw some recommendations 
for the digital patient.

TABLE 15.1 Total Number 
of SISO Documents per Year

Year Total

2000 248
2001 278
2002 275
2003 472
2004 378
2005 247
2006 244
2007 253
2008 246
2009 123
2010 132
Total 2896
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For each theme, we provide the percentage relevance. This percentage indicates how 
closely connected the theme is to the body of knowledge under study. The results for the 
top five themes are as follows:

1. Simulation (100% connectivity): The main theme is simulation as a system or simu­
lation as a model. This includes what the simulation is used for and how it helps 
support training and analysis. For the digital patient, the main focus is to identify the 
simulations that will be integrated and establish a set of selection criteria for including 
or excluding a model. We discuss this further when we talk about requirements. 
Simulateability, consistency, and validity are good starting points, but other factors 
such as cost (i.e., time and labor) can also be included.

2. Used (98% connectivity): The second most prominent theme is used which 
encompasses both the user and what was used. On the side of the user, the focus 
is the requirements and the management aspects of running an interoperability 
model. From the viewpoint of what was used, the focus is on describing the data, 
the interfaces, and the use cases that were considered. The creators of the digital 
patient need to define who the end users are and what use cases they intend to 
support. For existing models, the focus on the user indicates that for each model 
it is important to understand who the user community is and how the models 
under consideration are being currently used, managed, and supported (i.e., how 

FIGURE 15.1 Concept map of SISO between 2000 and 2010.
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often are they updated and by whom). The focus on what was used is showing that 
even with standards in place, several implementations of those standards are pos­
sible. Therefore, we have to define an accreditation process that vendors can use 
to determine if their implementations abide by a standard without violating their 
intellectual property.

3. Application (78% connectivity): The application theme covers the standards (HLA, 
DIS) and the environment (network and services), components, tools, and process 
used for testing the simulations individually or collectively. This means that for the 
digital patient to be successful, a series of tools and services have to be developed or 
adopted to support the testing, verification, and validation processes. This will help 
the adoption and growth of the digital patient and provide a standardized set of tools 
for the user community.

4. Development (46% connectivity): The development theme covers the aspect of 
designing and developing models for use in a distributed environment as a community. 
For the digital patient, we have to start thinking about the architecture that we need 
to adopt and create a mindset of developing for interoperability or for reuse. The idea 
is that scientists and engineers start thinking about how to build a model that others 
would use instead of only worrying about what they need from the model. It would 
mean (i) developing interfaces to access the model parameters, instead of limiting 
exposure to the parameters, (ii) providing detailed descriptions of the functions and 
distributions within the model, and (iii) providing a simple user‐friendly interface to 
execute the model.

5. Level (32% connectivity): This theme covers the level of detail or rigor included in 
testing a simulation and the level of information that a model or the results from a 
model run provides. In terms of the digital patient, each model could potentially have 
a different level of scope and resolution in their specification and results. This is 
potentially a big problem that has to be solved by either mandating a scope and res­
olution floor (i.e., molecular level and above and millimeters and above) and enforc­
ing very strict validation rules to avoid inconsistency in the federation.

All of these themes strongly overlap with several interconnections between them. While 
the rest of the themes are around 20% percent connectivity, they reveal several interesting 
properties. There is a strong overlap between the research theme (9% connectivity) and the 
simulation theme, which is an indication of the number of researchers working in the area 
of simulation interoperability as well as the amount of research that goes into making stan­
dards. It means that the digital patient must reflect current research from the medical, 
healthcare, and simulation communities. The digital patient must be an ongoing effort, and 
therefore must be managed and developed as such.

Having discussed the themes that must be taken into account to build a digital patient 
through interoperability, we will now focus on creating a set of focus areas that are sequen­
tial in theory and concurrent in practice.

Toward an Approach to Building the Digital Patient

Building and maintaining a digital patient is an iterative process that evolves and adapts 
over time. However, as with everything, it must have a starting point and a direction for 
proceeding forward. We identified a starting point within the previous section as we now 
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know that both the simulation and the user must be the main focus of the digital patient. 
However, the five identified themes do not constitute a plan for building the digital patient. 
Instead, they provide an indication of the lessons that we must learn from a community that 
has been dealing with the interoperability and composability of simulations for years. 
Having access to all the papers from each year allows us to examine in greater detail the 
main concepts for each year and trace these concepts over time. Therefore, we seek to use 
these publications to establish a path for proceeding forward.

From this year‐by‐year analysis, we hope to identify the concepts that have stayed 
relatively permanent during this time period. The goal is to establish a starting point for the 
digital patient and use the identified concepts to derive a recommendation on the path for­
ward. Concepts that are found to contain a relatively high relevance throughout the decade 
will be interpreted as being key concepts that the digital patient effort should focus on. For 
this analysis, we group the SISO publications by year starting with the year 2000 and 
ending in the year 2010. Then we perform concept analysis to identify the main concepts 
for that particular year. Table 15.2 shows the top ten concepts for each year.

From Table 15.2, we identify the concepts that repeat more than once and rank them by 
their average from highest to lowest. Table 15.3 shows the results of the ranking with con­
cepts that are semantically similar (“user” and “used,” for instance) grouped together.

Figure 15.2 shows the ranking of the concepts and their prevalence over time. For the 
digital patient, it means that the user and the use of the simulation must always be at the 
forefront, followed closely by the simulation itself. This is very important. It implies that 
for the digital patient to be successful, the digital patient must engage in a permanent 
conversation with the user community and the digital patient must reflect the data and 
information needs of the user community in a timely fashion. The concepts also show that 
the digital patient must be treated as a system, and therefore it must follow Systems 
Engineering principles that require providing requirements and use cases, as well as cre­
ating architecture and performance benchmarks. Additionally, it is essential to provide 
support in terms of tools, metadata, and man‐hours to ensure that the digital patient is use­
ful to the community and that it remains useful over time.

From the list of concepts shown in Figure 15.3, we propose six focus areas for devel­
oping and sustaining a digital patient. These focus areas include requirements, modeling 
and simulation, standards, tools and technology, support, and Systems Engineering. These 
focus areas are shown in Figure 15.3. While the other concepts shown in Figure 15.3 are 
not provided their own focus areas, these concepts are incorporated within the six focus 
areas. Each focus area is discussed in detail in the following sections.

Requirements

For the digital patient to be successful, it is essential to first understand the modeling ques­
tions that we want to answer and how we want to answer them. This implies a rigorous data 
collection effort to gather, classify, and prioritize the requirements for the digital patient. 
This will create an understanding of the needs and the expectations of the user community. 
In terms of requirements we distinguish between the following:

•  Data requirements: A description of the data that is necessary to ensure a functioning 
digital patient is required. This includes the identification of all relevant inputs, out­
puts, and functions that will be needed to create the digital patient. Data requirements 
also include all relevant metadata such as source, format, pedigree, range, and units.



TABLE 15.2 SISO Ranking of Concepts by Relevance Between 2000 and 2010

2000 2001 2002 2003
Used 16% Used 100% User 100% Used 100%
Data 10% Simulation 100% Data 60% Data 74%
Federation 9% System 81% Model 59% Model 65%
FOM 6% Model 72% Federation 38% Support 44%
HLA 7% Data 66% Requirements 42% Requirements 51%
Model 11% Requirements 55% Simulation 83% Simulation 96%
Requirements 8% Provide 53% Provide 47% Federation 57%
RTI 6% Support 44% Support 39% Provide 51%
System 10% Process 42% System 66% System 75%
Time 6% Time 40% Operational 32% Process 41%

2004 2005 2006 2007
Used 100% Used 100% Used 100% Used 100%
Model 69% System 64% Data 64% Systems 71%
Data 62% Model 64% Systems 62% Data 53%
Support 40% Information 40% Process 38% Process 36%
Requirements 44% Requirements 49% Required 46% Requirements 44%
Simulation 94% Simulation 81% Simulation 89% Simulation 93%
Provide 53% Provide 51% Provide 48% Provide 51%
Federate 40% Support 41% Support 40% Support 38%
System 70% Data 78% Model 70% Model 81%
Process 38% Federate 38% Information 37% Federation 36%

2008 2009 2010
Used 100% Used 100% Data 100%
Model 70% Model 67% Model 55%
Data 57% Data 61% Use 53%
Support 36% Information 45% Process 40%
Information 44% Requirements 48% System 49%
Simulation 92% Simulation 79% Simulation 79%
Provide 49% Provide 51% Systems 51%
Requirements 44% Support 47% Information 45%
Systems 76% Systems 68% Used 60%
Process 34% Federation 39% Support 37%

TABLE 15.3 Concept Relevance Ranked by Average in Percentages

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 Avg.

User/Used 16 100 100 100 100 100 100 100 100 100 53 88.1
Simulation 0 100 83 96 94 81 89 93 92 79 79 80.5
System(s) 10 81 66 75 70 64 62 71 76 68 51 63.1
Model 11 72 59 65 69 64 70 81 70 67 55 62.1
Data 10 66 60 74 62 78 64 53 57 61 100 62.3
Provide 0 53 47 51 53 51 48 51 49 51 0 41.3
Requirements 8 55 42 51 44 49 46 44 44 48 0 39.2
Support 0 44 39 44 40 41 40 38 36 47 37 36.9
Federation/

Federate
9 0 38 57 40 38 0 36 0 39 0 23.4

Information 0 0 0 0 0 40 37 0 44 45 45 19.2
Process 0 42 0 41 38 0 38 0 0 0 40 18.1
Time 6 40 0 0 0 0 0 0 0 0 0 4.2
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•  System requirements: A description of the software, hardware, and tools that are 
needed to effectively run the digital patient is required. This includes not only identi­
fying the operating system, memory size, add‐ins, plug‐ins, and other environment 
variables needed for the digital patient but also a description of the desired performance 
of the digital patient simulation.
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•  User requirements: A description of how the target users desire to use the digital 
patient should be captured from the view of the functions, interfaces, and use cases 
that comprise the digital patient. The user requirements should include a description 
of the interface requirements of the digital patient, a set of modeling questions that 
they expect the digital patient to be able to answer, and a description of the feedback 
or outputs they would like the digital patient to provide.

•  Interoperability requirements: A description of the tools needed to integrate, test, and 
verify a new simulation model into the digital patient is required. This includes a list 
of capabilities and functions for each tool.

An important concept that spans across all four of the aforementioned requirement cat­
egories is that of time. Note the early prevalence of the concept time in 2000 and 2001, as 
shown in Table 15.2. The metadata of time is necessary as part of the process of capturing 
data requirements. This ties directly into the system requirements for determining the soft­
ware, hardware, and tools that are needed to run the digital patient. Additionally, where it 
is applicable to use cases, feedback, or simulation outputs for the digital patient, time needs 
to be incorporated into the user requirements. As part of interoperability requirements, time 
requirements for the digital patient need to be accounted for when examining the capabil­
ities and functions of the tools that will potentially be used in integrating, testing, and ver­
ifying the applicability of new simulations to add to the digital patient.

This is an important issue for the digital patient because it is very likely that models will 
have different representations of time. Some will contain continuous representations of 
time, while others will contain discrete representations of time. Similarly, some models 
will be event based (where change in the simulation is based on event) and some will be 
state based (where change in the simulation is based on the current state). Other variations 
are possible but regardless, the time representations have to be resolved very early for the 
digital patient to work. This also includes resolving potential deadlock situations, including 
mechanisms for detection and recovery and addressing time management issues such as 
synchronization and rollback. All of these issues are well known and studied within the 
domain of parallel and distributed computing [25], and we refer the interested readers to 
Refs. [10] and [26–28].

There is a possibility that each community of users have differing and sometimes com­
peting requirements. However, a prioritization process should help in organizing a timeline 
for executing the digital patient. Once these requirements are gathered, we can use them to 
define the interoperability model. The interoperability model is the final model that we 
wish to construct by assembling together several candidate models. In addition to providing 
us with a blueprint and design architecture, the requirements can also be used to derive 
metrics by which we can evaluate whether a candidate model should be included within the 
digital patient.

Modeling and Simulation

After the initial requirement gathering, the focus switches to gathering and collecting candi­
date simulation models. For each candidate model that is under consideration for inclusion 
into the digital patient, we need (i) a description of the conceptual model, (ii) a description 
of the data needs for both the model inputs and the outputs produced by the model, (iii) a 
specification of the assumptions and constraints associated with the model, (iv) a description 
of the intended purpose of the model, and (v) a description of the means by which the model 
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was validated. The set of models are then vetted against the metrics derived from the requirements 
and catalogued into a registry of models using either an existing taxonomy or creating a new 
taxonomy of medical models. This taxonomy of models is critical for determining how 
models should be connected and the order in which they should be connected. It should also 
help to identify dependencies and potential contradictions between the models.

The digital patient simulation model catalogue should be open and accessible to the 
community to allow competing models to be added and evaluated for inclusion within 
the digital patient. After creating a reasonably stable registry, we can use the metrics and the 
taxonomy to begin connecting the simulations. For instance, we could decide that models 
with the same scope, resolution, and time requirements will be integrated first in order to 
avoid dealing with the obvious problems of multiresolution and scope [5]. This would 
mean taking all of the equation‐based models of the mechanics of the skeleton and putting 
them together to form a mathematical model of the human skeleton (or parts thereof). 
While this is a challenging task, it does not require the innovation of software engineering 
tools to translate time, resolution, and scope. Therefore, it can be attained as a community 
effort without soliciting specific expertise in computer science.

On the other hand, decisions on how to integrate algorithmic models (models that depend 
on a finite set of steps) do require that we have tools and standards to deal with the amount 
and complexity of computer code. It also requires that we have tools and standards for 
handling the disparity in platforms, operating systems, and environments. As a consequence, 
the next area of focus is the creation, maintenance, and enforcement of standards.

Standards

Standards promote uniformity and reduce variance in the expected behavior of a system, if 
standards are followed properly and consistently. In the case of the digital patient, we dis­
tinguish between the following:

•  Standard format and language: This includes the data, metadata, standard, or set of 
standards that will be followed by the digital patient and are necessary for models to 
be included into the digital patient. These standards enforce a consistent description 
of the models and facilitate the creation of gateways and translators to navigate from 
one standard to another.

•  Standard tools: It is not recommended to standardize tools. Instead, it is better to let the 
best tools emerge. However, it is still essential to promote the use of tool sets that are 
maintained and updated based on the input of the community. The criteria for selecting 
or developing tools should be obtained during the requirement gathering phase. The use 
of standardized tool sets reduces integration time and increases cooperation and reuse.

•  Standard practices: This includes the set of procedures that must be followed in order 
to submit a model for consideration, the set of procedures that will be used for evalu­
ation, and the set of procedures that must be followed for a model to accepted and 
incorporated into the digital patient. The object of these standard procedures is to pro­
duce and enforce a set of rules for the community in terms of expectations on both 
sides. This promotes confidence and fairness for everybody involved.

The creation of standards is a social activity that involves technical challenges and is 
largely successful based on the ability to create consensus. Several standards organizations 
and applicable standards already exist and can be reused or adapted to fit the requirements 
of the digital patient. After the creation and implementation of successful standards, an 
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ecosystem of tools and technologies should begin to form around the digital patient. This 
ecosystem of tools and technology is our next focus area.

Tools and Technology

Even though our intent is to integrate existing models into a digital patient, science contin­
ually evolves, and we must account for the continuous creation of new models. The ideal 
setup for the digital patient would be to allow the community to develop models for the 
purpose of integrating them into a digital patient. In order to accomplish that goal at least 
two types of tools are required:

1. Development and integration tools: These tools help users create, share, and inte­
grate simulations in a given environment. They should be tailored to fit the user 
requirements and follow the standards promoted by the digital patient. Several 
development tools and environments already exist and can be evaluated for reuse. 
Integration tools are very important and they should conform to a standard.

2. Testing and evaluation tools: These tools allow the consistent testing of simulation 
models to see if they meet an established standard and if the simulation model should 
be incorporated into the digital patient. Test tools should be automated as much as 
possible to streamline the process and eliminate human error.

Tool can be created by vendors or can follow a more open track that allows individual 
users to propose and create new tools and technology. In both cases, the combination of 
standards and the community should be the driving force behind the tools and technology. 
The availability of tools is an essential component in the success of a digital patient.

Support

The ecosystem of tools and technology implies the existence of a support system dedicated 
to maintaining the tools and technology, standards, and an environment for the users. The 
support system consists of scientists and engineers committed to maintaining these compo­
nents of the digital patient over time. Standards need to be updated over time dependent 
upon changes in the state of the art for the digital patient and for the inevitable changes to 
the uses and requirements for the digital patient. The scientists and engineers will be largely 
responsible for incorporating new tools that merge simulations together to form the digital 
patient and for advancing the technology supporting the ability of new and existing simu­
lations to communicate. Additionally, the scientists and engineers are responsible for push­
ing standards that allow for simulations to become more readily interoperable.

The user environment provides an access point from which the community of users can 
express emerging requirements and comment on their perception of the effectiveness of 
current standards. Through the user environment, the community members can comment on 
if they find current standards desirable, reasonable, or valuable. The value of a standard deals 
with the whether the standard makes the digital patient faster, cheaper, or better overall. The 
desirability deals with the ability of the standard to become a significant part of the digital 
patient’s community. The standard is reasonable if it is aligned with current research and is 
technically sound [29]. Ideally, a standard should be desirable, reasonable, and valuable.

The digital patient could have a large user base that consists of many diverging  modeling 
questions and competing requirements. The user community might also require the 
inclusion of new practices, technologies, and scientific advancements. The ability to 
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support these requirements from the users will drive the speed and success of the digital 
patient. This is one of the main reasons for creating SISO and organizing a community of 
users and volunteers that can create and maintain tools and standards. Changing require­
ments, tools and technology, and standards suggests that the digital patient has a lifetime 
that needs to be properly managed. The ability to support the lifetime of the digital patient 
can be addressed through the application of Systems Engineering principles.

Systems Engineering

The digital patient as described here is a system that has a lifetime and should be managed 
as such. The system is made up of the digital patient, its user community, its support system, 
and the tools and technology that are used for testing and evaluating the digital patient. 
Each of these components has the ability to change and affect the digital patient at any 
point in time. Therefore, the digital patient should have an architectural blueprint, planned 
update cycles, a management plan, and a set of rules and guidelines on how it should be 
used. Systems Engineering handles these types of issues through the design and management 
of systems over their lifetimes and can be applied to the lifetime of the digital patient.

Integrating and architecting systems, within the Systems Engineering perspective, 
entails combining multiple systems into a single, functioning whole through the applica­
tion of process, knowledge, and enterprise integration [30]. The lifecycle of a Systems 
Engineering project is dependent upon changing technology bases, changing organiza­
tional needs, and changing user needs. System architectures include the logical design of 
the system, the internal and external interfaces of the system (i.e., the physical interface of 
the system), and functional architectures focus on the requirements of the system. The 
processes of the systems that Systems Engineering is concerned with are the behaviors of 
the simulated entities and the effect that the behaviors have on their attributes [9].

The management team also plays an important role in Systems Engineering as they set a 
direction for advancing the project and dictate the conditions under which the product can be 
used. Therefore, the management team can be viewed as an additional user for the digital 
patient. Standards are connected to the management team as the management team maintains a 
view of the economic incentives associated with the product and can push for developments of 
standards that make the digital patient faster or cheaper to keep pace with the community. 
Successful integration of simulation systems can be driven by a management team that balances 
the perspectives of the simulation integrations with the requirements of the digital patient.

All of these practices connect Systems Engineering with the previous five focus areas 
that we have discussed up to this point: requirements, modeling and simulation, standards, 
tools and technology, and support. The concepts that are found in Systems Engineering 
provide a connection between the requirements for the digital patient, the need for estab­
lishing standards that make the digital patient faster and cheaper, and maintaining focus on 
both the tool and the users throughout the life span of the digital patient.

CONCLUSION

The creation of a digital patient is possible through the development of six focus areas: 
requirements, modeling and simulation, standards, tools and technology, support, and 
Systems Engineering. The focus on requirements highlights the importance of data, system, 
user, and interoperability requirements in building a digital patient out of a collection of 
simulations. The focus on modeling and simulation highlights the importance of obtaining 
information about the specific simulations that are being merged into the digital patient. 
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The focus on standards provides a platform for success by establishing a standard format, 
language, tool set, and practice for merging simulations and forming the digital patient. 
The focus on tools and technology allows for emerging technologies to be integrated 
into the digital patient in the future. The focus on support provides environment through 
which the users can express their needs and requirements over time. The focus on Systems 
Engineering highlights that the digital patient needs to have guidelines for how it can be 
improved upon or updated over time in order to remain useful to the community.

Content analysis of publications pertaining to combining simulations obtained from 
SISO highlights that the digital patient design needs to maintain focus on the users of the 
simulation as well as the simulation itself. The focus on the simulation and the simulations’ 
users pertains to the initial creation of the digital patient as well as the process of maintain­
ing the digital patient over time. All of these aspects will allow the digital patient to evolve 
and remain up to date with current technologies, practices, and needs from the user com­
munities. The ability to evolve simultaneously with advancements in the healthcare domain 
and by keeping in touch with changing requirements from the users will ensure that the 
digital patient remains a contribution to the user community into the future.
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INTRODUCTION

Medical Research comprises many disciplines. During his research on the support of 
 constructing a concise medical taxonomy, McGregor [1] identified 53 general topics 
derived from established specialties, recognized diseases, therapies, and general topics. His 
subdivisions resulted in 374 topics and subtopics. When he compared his results with 
MEDLINE’s Medical Subject Headings used to categorize research topics in medical jour­
nals, he was able to show that straightforward mapping is possible. This insight is impor­
tant for the contextualization and reliability of modeling and simulation (M&S) composites 
supporting medical research: as each medical specialty comes with its own terms and 
methods, the simulation systems support the needs of these researchers and their way of 
conducting their research. They display the characteristics of disciplines, representing 
branches of knowledge in their field of study and profession.

Within this chapter, we are using a systems engineering viewpoint and understand 
modeling as a task‐driven activity, resulting in a purposeful simplification and abstraction 
of a perception of reality [2]. The task initiates the modeling process. Each model is gen­
erated for a task, such as answering a question within the domain of analysis or providing 
a certain functionality to support training, etc. Modeling is a creative act during which the 
various activities are driven by the task and are done knowingly and purposefully to fully 
reach the goal. Within this process, researchers usually eliminate elements that are not 
important and distract from the main task (simplification). They also aggregate components 
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that may have an effect, but they consider them secondary or less important. Finally, their 
discipline or specialty significantly shapes their perception and their problem solving 
skills in addition to other physical‐cognitive aspects and constraints. The resulting con­
ceptualization is the foundation of the following simulation. For the simulation, this 
 conceptualization becomes the representation of the real‐world reference. The model 
becomes the reality of the simulation.

With this insight of the variety of specialties and the pivotal role of specialty domain 
knowledge and methods when conceptualizing and modeling, it becomes obvious that con­
textualization and reliability of M&S composites supporting medical research needs to be 
understood in the context of multiple disciplines. This chapter will address various ways of 
interdisciplinarity as well as, techniques and methods to support collaboration. We assume that 
a composite works reliable within its own discipline, so the challenges to be addressed are the 
following: How do I prepare an M&S composite to be used in M&S‐based research involving 
more than one discipline? How do I ensure that an M&S composite, which components are 
reliable in their own disciplines, is also reliable in the broader context of M&S‐based research, 
involving more than one discipline? What can I do about reliability in the first place?

INTERDISCIPLINARITY AND INTERDISCIPLINARY RESEARCH

In order to answer the question of contextualization, we first have to understand in more 
detail how various disciplines collaborate. Klein [3] contributed to a taxonomy of interdis­
ciplinarity that looks at the way different disciplines are working together. She observed 
that since the late nineteenth century, taxonomies of knowledge in the Western intellectual 
tradition have been dominated by a system of disciplinarity. Experts in a discipline or spe­
cialty agreed on a comprehensive and concise representation of concepts, terms, and activ­
ities needed to explain their professional domain by representing the common understanding 
of relevant professionals and professional organization, also known as a common body of 
knowledge. However, in recent years, this partition of knowledge into more or less 
independent expert domains fell short in providing the required insights into complex prob­
lems. Even today, more and more problems are discovered that require a common effort of 
experts from more than one expert domain, which is the object of interdisciplinarity.

Klein [3] observed that whenever more than one discipline works together, there are 
three different ways to accomplish this: multidisciplinarity, interdisciplinarity, and trans­
disciplinarity. The following sections will describe these main categories in more detail and 
show the application in the context of M&S‐based medical research.

Multidisciplinarity, Interdisciplinarity, and Transdisciplinarity

Multidisciplinarity describes the loosest coupling of disciplines to solve a common 
problem. In a multidisciplinary effort, each discipline remains sovereign. This approach 
juxtaposes disciplines and their methods. The multidisciplinary team coordinates and 
sequences the contributions of various disciplines. The methods are complementing each 
other, but have no real overlap. Once the problem is solved, each discipline continuous 
their work as before. The definition of terms may have been aligned in support of this 
 collaborative effort; but in general, there is no persistent contribution to the overall body 
of knowledge beside—hopefully—the proposed solution to the common problem. The 
information exchange is an ad hoc established by the team.
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Interdisciplinarity creates a closer linkage between participating disciplines. Although 
the disciplines remain sovereign as a whole, interdisciplinary teams focus on identifying 
overlapping domains of knowledge. By identifying knowledge components that are able to 
interact with each other, domains are identified that can actually be blended into a new 
common domain subset that uses integrated solutions from all participating disciplines. 
Interdisciplinary teams are building permanent bridges that link domains together into 
something bigger. These bridges are still focused on common problems; but besides the 
proposed solution, a new quality of linked knowledge is supported as well. As a rule, 
common information exchange models—in other words, common semantics—are esta­
blished that describe the common problem space.

Transdisciplinarity represents the strongest coupling of disciplines. Within transdisci­
plinary teams, new disciplines are created by transcending, transgressing, and transforming 
the contributing disciplines and specialties. Concepts, terms, and activities are not only 
described in common terms, but they are systematically integrated and new interactions are 
defined across the sectors of original contributions. While knowledge components are used 
to complement each other in multidisciplinary teams, transdisciplinarity hybridizes the 
knowledge. New theory needs to be created to explain the resulting body of knowledge, 
and restructuring is the rule. As the integration is systematic and transparent, all disciplines 
do not only agree on the information to be shared but also on the common use of this 
information—in other words, common pragmatics are established.

Integratability, Interoperability, and Composability

The terms integratability, interoperability, and composability were coined by Page, Briggs, 
and Tufarolo [4] with the objective to provide a categorization of challenges that have to be 
addressed when teams of different specialties are composing simulation solutions to pro­
vide new solutions. They define the three governing concepts of challenges that have to be 
addressed to support such teams as follows, as extended in Ref. [2]:

1. Integratability contends with the physical/technical realms of connections between 
systems, which include hardware and firmware, protocols, networks, etc. A common 
syntax allows exchanging data. As a rule, the sending and receiving systems use dif­
ferent data models, so that data mediation between the system interpretations is 
necessary.

2. Interoperability contends with the software and implementation details of interop­
erations; this includes exchange of data elements via interfaces, the use of middle­
ware, mapping to common information exchange models, etc. Common protocols 
use common information exchange data models. The sending systems map their data 
to these exchange models, and the receiving systems are able to map the exchange 
models to their data. This establishes a common semantics.

3. Composability contends with the alignment of issues on the modeling level. The 
underlying models are task‐driven, purposeful simplifications, and abstractions of a 
perception of reality used for the conceptualization being implemented by the result­
ing systems. These conceptualizations describe the entities, their attributes and rela­
tions, and processes, allowing for common pragmatics.

Successful interoperation of M&S‐based solutions of different disciplines or specialties 
requires integratability of applied infrastructures on the technical level, interoperability of 
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simulation systems on the implementation level, and composability of models—which are 
conceptualizations on the cognitive level captured in an agreed formats to contribute to the 
body of knowledge—on the conceptual level.

Figure 16.1 shows the relation between multidisciplinary and integratability, interdisci­
plinarity and interoperability, and transdisciplinarity and composability.

If we want to support M&S‐based medical research in the multidisciplinary context, we 
need integratable infrastructures. In some cases, we may be able to simply sequence and 
coordinate the supporting simulation systems by using the output data of one system as 
input data for the next system. In the interdisciplinary context, we likely need a more inte­
grative and interactive approach, which requires integrated and interactive simulation 
system solutions as well. As a rule, we will use a common protocol to exchange information 
structured in a common information exchange data model. As disciplines and specialties 
merge in transcending and transgressing manner, resulting in a transformation of knowledge, 
we will likely have to transform our simulation systems as well, in order to support the 
systematic integration characteristic for transdisciplinarity. The next section will present 
various techniques and methods that can be applied to adapt simulation systems to support 
these various degrees of collaboration between specialties or disciplines.

DATA ENgINEERINg TO SUPPORT INTERDISCIPLINARITY 
AND INTEROPERABILITY

In multidisciplinary teams, the disciplines, specialties, and their tools remain untouched. 
As long as there is a way to use data provided by one tool by sequencing and coordinating 
the use of simulation systems within the team, there is no problem. Mapping of data is 
conducted based on encyclopedic mappings that are done by team members.

When moving into the realm of interdisciplinarity, common information exchange 
models are needed. As described in more detail in Ref. [5], a structured and systematic 
effort can lead to the construction of a common reference model that captures the conceptual 
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FIgURE 16.1 Multidisciplinarity, interdisciplinarity, and transdisciplinarity.
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meaning of data elements, as well as the implementation thereof. For an improved under­
standing of the principles, the ISO/IEC 11179 [6] defines the domains of information 
exchange as shown in Figure 16.2.

The conceptual domain describes the concepts that are derived in the conceptualization 
phase of the modeling process. This domain comprises all the concepts that are needed to 
describe the referent or referents relevant to the information exchange. For example, the 
concept of time can be identified as an important one.

The property domain describes the properties that are used to describe the concept. 
Concepts are characterized by the defining properties. ISO/IEC 11179 refers to this domain 
as the data element concept. In the example of time, the data elements needed to describe 
time may be year, month, day, hour, minute, and second.

The property value domain comprises the value ranges, enumeration, or other appro­
priate definition of values that can be assigned to a property. ISO/IEC 11179 refers to this 
domain as the value domain. To address the property month describing the concept time, 
we can use the enumeration of the 12 months (January, February, March, …, December). 
Alternatively, we can use three‐letter codes (Jan, Feb, Mar, …, Dec), or we can use numerals 
(1, 2, 3, …, 12). All these are possible and valid value ranges. These ranges need to be 
captured for each property for each concept.

Finally, property instances capture the pieces of information that can be exchanged. They 
minimally comprise the value of one property, which can be interpreted as  updating just one 
value. They can also become an n‐tuple of n properties describing a group of associated con­
cepts, which represents complex messages or updates for several objects. ISO/IEC 11179 
calls these property instances data elements. The property instance is the datum captured at a 
given moment. In case of databases, the property instance is what we assign to a table entry; 
in case of XML‐tagged information, this is the value assigned to a tagged data field, etc.
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FIgURE 16.2 Domains of information exchange in ISO/IEC 11179 [6].



230  MULTIDISCIPLINARY, INTERDISCIPLINARY, AND TRANSDISCIPLINARY RESEARCH

Multiscope, Multiresolution, and Multistructure Challenges

When two disciplines get together to conduct interdisciplinary research, they normally 
have a clear understanding of their information exchange needs (what input data they need 
for their systems), as well as their information exchange capabilities (what output data they 
can produce with their systems). If they both structure their information exchange and 
capabilities according to the ISO/IEC 11179 standard, it becomes easier to find out if all 
information exchange requirements between the systems can be satisfied or if data gaps, 
that have to be addressed, exist.

If two disciplines use the same concept in their conceptual domain, they can exchange 
information, as they are interested in the same real‐world referent. However, it is possible 
that the number and type of properties they use to capture the concept differ. Worldwide 
organization may include the property time zone in their description of time, as they may 
have to orchestrate worldwide operations. Other specialties may need to address various 
cultures and have to capture a reference point for the calendar, like BC/AD, BCE/CE, the 
year of the hegira, and other options. If the same concept is represented by different prop­
erties that only overlap partly, we have a difference in the scope. Whenever we face such 
multiscope challenges, we need to find a way to populate the properties missing in the 
source system from an alternative source. Often, we can also use default values based on 
application and domain‐specific constraints.

Similarly, we may encounter multiresolution problems. If the same concept is  represented 
using higher resolution properties, or if the same property is modeled using property value 
domains with different resolutions, we encounter such challenges. For many applications, 
the ABO blood types as discovered by Karl Landsteiner with A, B, AB, and 0 blood types 
is sufficient, while several specialties are interested in additional subtypes (A1, A2, B1) 
and the presence or absence of the Rhesus D antigen, etc. It is often possible to aggre­
gate higher resolution data fields to provide for lower resolution fields; but in order to 
g enerate higher resolution data from lower resolution data, additional infor mation is 
needed. In the blood‐type example, the AB blood type on the one hand is represented by 
(A1B –ve), A1B Positive (A1B +ve), (A2B –ve), and (A2B +ve) on the other hand.

The last challenge group, multistructure challenges, arises often in different disciplines. 
While the same properties are observed, these properties may be used to characterize 
 different concepts for each discipline. The logistics group of a hospital that is responsible 
for storing and purchasing may look at the same medicaments like the nurses, but both 
expert groups look at the medicaments differently, as nurses look at them from the perspec­
tive on how to use them to treat patients. The resulting concepts for logistic experts and 
nursing experts may be very different, and both viewpoints are justified.

Another example is the categorization of vessels: typical properties are that vessels are 
arteries or veins and that they are systemic or pulmonary. Specialties interested in blood 
flow from or to the heart will talk about veins and arteries, while specialties interested in 
blood flow from and to the lungs are interested in systemic or pulmonary vessels. It is 
important to understand that, in both cases, both structures are valid within the specialty. 
Having different viewpoints resulting in different groupings and structures may make it 
difficult to identify elements that can be exchanged, as the identification of common ideas 
normally starts with the conceptual domain; and if the resulting concepts are different, 
although the same properties are used, a mapping possibility may easily be overlooked.

Multiscope, multiresolution, and multistructure challenges can be observed in any 
imaginable combination, and encyclopedic challenges like homonyms and synonyms 
contribute to the complexity of the problems, but the structured approach of ISO/IEC 
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11179 allows identifying many of them based on set theoretic mappings. As an example, 
the different sets used for the representation of months, in the concept of time as (January, 
February, …, December) versus (Jan, Feb, …, Dec) or (1, 2, …, 12), are all equivalent and 
can easily be mapped without loss of information. It also helps to understand that lung and 
heart specialties both share ideas about systemic arteries, systemic veins, pulmonary 
arteries, and pulmonary veins, and that they do this in a systematic manner.

Standards Supporting Contextualization

For the medical community, these observations are not new. Schuyler et al. [7] give exam­
ples and possible solutions using the Unified Medical Language System (UMLS [8]) in 
their work. Many of these lessons learned can be applied in this context as well. Another 
current initiative with significant potential for future applications is the National Information 
Exchange Model (NIEM [9]). NIEM is a community‐driven, government‐wide, standards‐
based approach to exchanging information. It defines in concepts, properties, and relations 
as they are agreed upon within different communities of interests or practices. NIEM orig­
inates from the need of local and state governments to exchange information across gover­
nance borders to exchange juristic data. The original model was successfully applied and 
soon extended to support not only justice departments but also homeland security efforts. 
NIEM was formally initiated in April 2005, by the chief information officers of the US 
Department of Homeland Security and the US Department of Justice. In October 2010, the 
US Department of Health and Human Services joined as the third steward of NIEM, which 
implies applicability for the topic of this section as well. At the time this chapter is written, 
NIEM is released as version 3.0 and all 50 states and 19 federal agencies are committed to 
using NIEM at varying levels of maturity. NIEM distinguishes between the NIEM Core, 
NIEM Domains, and Future Domains, as shown in Figure 16.3.
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The concepts and properties defined in the NIEM can be extended, following the 
common rules to reflect the information exchange need of each discipline or specialty—
hence supporting simulation systems of this domain as well. As such, NIEM and its domain 
(healthcare) and specialty specific extensions provide the common vocabulary needed to 
communicate with this specialty. Following the technical detailed principles described in 
Ref. [5], NIEM concepts and properties can be used to identify specialty specific data 
components that can be mapped to each other. Only property instances are data that flow 
over the infrastructure; all other information captured in the ISO/IEC 11179 are metadata 
allowing the correct interpretation.

Figure  16.4 illustrates the steps that result in data transformation allowing for valid 
information exchange under the contextualization of information under NIEM (or any 
other applicable common reference model capturing agreed concepts and properties) 
resulting from data engineering.

Data engineering as described in Ref. [5] comprises four necessary domains as follows:

1. Data administration is managing information exchange needs including source, 
format, context of validity, fidelity, and credibility. It results in awareness of the data 
sources and their constraints. In our example, this includes capturing the information 
exchange needs and requirements of the participating specialties—in the figure 
indexed S1 and S2—using the conceptual domain (C), property domains (P), property 
value domains (PVD), and the property instances that are the information exchange 
elements (IEEs).

2. Data management comprises all processes for planning and organizing data including 
definition and standardization of the meaning of data as of their relations. The avail­
ability of NIEM with its core elements and domain elements is a reasonable start. 
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The interdisciplinary team should extend these initial concepts and properties to 
allow for all information exchange requirements. In Figure 16.4, NIEM concepts and 
NIEM properties represent these identified common elements.

3. Data alignment processes ensure that information exchange requirements can be 
 fulfilled, which means information exchange capabilities of source systems can 
be  mapped to information exchange needs on the target system side. This is 
depicted by the connection of the property of the source specialty via the prop­
erty of the NIEM to the property of the target specialty system. This connection, 
however, only ensures that we have a conceptual consensus. In addition, data 
engineering must also map the property value domain of the source system IEE 
to the target system.

4. Data transformation is the technical process of mapping data elements from the 
source to the target system. To this end, the data alignment process results in a 
function that takes the source IEE and produces the target IEE. This function needs 
to be injective. If the property value domains of source and target are equivalent sets, 
this function is surjective and an inverse function exist, which allows for bijective 
informative exchange.

Data engineering ensures that possible information exchange requirements are esta­
blished and potential gaps are identified. Model‐based data engineering processes using the 
NIEM as their model allow for the contextualization of information exchange requirements 
in a clear, common semantic context. NIEM is the common vocabulary that holds the 
 various data representations conceptually together.

BASE OBJECT MODELS TO SUPPORT TRANSDISCIPLINARITY 
AND COMPOSABILITY

Model‐based data engineering is a powerful method to identify if information exchange 
capabilities and needs are aligned with information exchange requirements in support of 
interdisciplinary research needs. Transdisciplinarity results in systematic integration of 
knowledge and creation of new knowledge. While integratable infrastructures and interop­
erable implementations are satisfied by common symbols and their interpretation, also 
known as syntax and semantics, transdisciplinarity requires understanding how this 
information is used as well, which requires common pragmatics. We need to understand 
how data are coded, what they mean, and how they are applied within the system.

This high degree of transparency is often an issue for solution providers, as they want to 
protect their intellectual property (IP). To address this dichotomy of required transparency 
of solutions and the protection of implementation details to address IP issues, the Simulation 
Interoperability Standards Organization (SISO) developed the Base Object Model (BOM) 
standard [10, 11]. This standard uses diagrams utilizing the Unified Modeling Language 
(UML) to describe what events occur that influence BOM, in what order or pattern such 
events occur, and how the state of the BOM changes.

For the medical simulation community, the use of UML in support of their efforts is not 
a new approach. Kumarapeli et al. [12] describe how they are using UML as a process‐
modeling technique for clinical‐research process improvement. They use the same diagrams 
applied to describe events and event flows for the BOM approach. Vasilakis, Lecnzarowicz, 
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and Lee [13] give a broader view on related research, in their literature and application 
overview of UML in health care. Both of these contributions make a strong case for the 
general applicability of UML to describe composites used to capture certain viewpoints of 
interest to the digital human efforts.

BOM uses standardized structures to capture the context of its applicability. It captures 
the conceptual model definition using the UML artifacts, describes a model interface to a 
simulation interoperability standards, and maps from the conceptual model to the model 
interface. This allows supporting several interoperability standards with the same conceptual 
model. As this conceptual model provides for the contextualization of the composite, this 
will be our focus.

The conceptual model definition uses four structures:

1. The pattern of interplay that defines how two or more composites interact with 
each other.

2. The state machine that describes how the state of an entity changes depending on 
events it receives within these patterns.

3. An enumeration of entity types that are used to describe the composite.

4. An enumeration of event types that are used to describe the interactions and events.

This conceptual model documents entities, events, and behavior patterns that take 
place among one or more entities, while the state machines describe the behavior of 
individual entities. This provides the required transparency of the composites, while at the 
same time protecting the IP for the provided detailed solutions. Implementation focused 
characteristics—such as data distribution management, transportation types, update rates, 
and synchronization—are not part of the conceptual model, but of the simulation interop­
erability standard‐specific structures.

Figure 16.5 is an example of the well‐known interplay of insulin and glucose in the 
human body. When we eat, our stomach digests the food and the glucose level in our blood 
rises. This high level triggers the pancreas to produce insulin and release it into the blood. 
The blood flow brings insulin and glucose to the body cells. The insulin ensures that the 
cells become receptive for the glucose and receive it to produce energy or store it for later 
use. This decreases the glucose level in the blood, and no more insulin is produced until it 
is needed again.

The model shown in Figure 16.5 has three entities: pancreas, blood, and body cells. 
Everything else has been deleted in the simplification process. Also, we aggregated all dif­
ferent main recipients, such as muscle and liver, into body cells. The pancreas entity has 
two states: “produces insulin” and “produces no insulin.” The state change is triggered by 
the events “glucose high” and “glucose low.” The pancreas entity furthermore creates the 
event “insulin” to trigger a state change in the blood. Similarly, body cells can be receptive 
or nonreceptive. They need insulin to become receptive; and once they receive enough 
glucose, they become unreceptive again. Finally, the blood is modeled using three states to 
address glucose and insulin level. The whole series of events between blood, pancreas, and 
body cells establish the pattern of interplay that is expected to be supported by simulation 
systems representing these entities as well.

Gustavson and Chase [14] show how this approach can bridge the gaps between concep­
tualization and implementation. Another viewpoint on simulation interoperability and how 
standards can be used to support this objective is given in Ref. [15].
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OPEN CHALLENgES ON RELIABILITY

Up to this section, our focus was the contextualization of M&S composites. This last 
section looks closer at reliability. There are many related terms that have to be taken into 
account when we address reliability: credibility, trustworthiness, validity, accuracy, sound­
ness, authenticity, and more. Brade addressed this challenge in his dissertation [16] 
as follows:

The credibility of a model is based on the perceived suitability and the perceived correctness 
of all intermediate products created during model development. The correctness and suitability 
of simulation results require correctness and suitability of the model and its embedded data, 
but also suitable and correct runtime input data and use or operation of the model. Verification 
and validation aim to increase the credibility of models and simulation results by providing 
evidence and indication of correctness and suitability. [16, p. 13]

In the simulation community, we usually apply validation and verification (V&V) to 
address the concept of reliability of M&S composites. The standard literature on V&V 
is summarized by Balci [17] and Sargent [18], who both contributed significantly to this 
field themselves. Validation ensures that we build the right composite, while verifica­
tion ensures that we build the composite right! In other words, validation determines the 
degree to which a composite is an accurate representation of the real‐world problem 
entity in the context of the intended use. It deals with behavioral or representational 
accuracy of representing the system. Verification focuses on the accuracy of all transfor­
mation processes: Does our model represent all concepts, relations, and requirements 
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the user asks for? Does the computer model represent the conceptual model? Is the simulation 
providing all the functionality asked for in the right context?

The US Department of Defense (DoD) requires that all simulation solutions that are 
used to train soldiers undergo a rigorous V&V process to become accredited for their use. 
They compiled the Verification, Validation, and Accreditation (VV&A) Recommended 
Practice Guide (RPG) to support simulation professionals with guidelines and best prac­
tices [19]. The compilation takes several roles and viewpoints into account and presents 
documents to deal with them. The VV&A RPG is a living, web‐based document that has 
been influenced by contributions from V&V experts all over the world and is not limited to 
the DoD. It can be downloaded for free and is a good starting point for every simulation 
expert or manager to deepen their understanding of processes and procedures that are 
applied in the biggest simulation application domain to this day.

In summary, validation is generally being applied to increase the reliability. However, 
the very recent observations in Ref. [20] show that validation is never conducted against 
reality, but at best against a reference model: an explicit model of a real—or imaginary—
referent, its attributes, capabilities, and relations, as well as governing assumptions and 
constraints under all relevant perceptions and interpretations. The reference model captures 
what is known and assumed about a problem situation of interest. It captures requirements 
and theories and allows the identification of inconsistencies. It is complete in the sense that 
it captures what is known and lends itself to multiple and even competing interpretations. 
But it is still a model of one or several perceptions of reality. As such, we can only validate 
against currently known theories, and science has shown again and again that theories 
 continuously change, improve, or are replaced themselves.

Another aspect often underestimated by those interested in the epistemology of simula­
tion is that computer simulations obey the same limits and constraints as all computer pro­
grams: decidability, computability, and computational complexity.

•  In 1931, Kurt Gödel presented his incompleteness theorem and shocked the academic 
world. Mathematical logic was considered the key for unambiguous, consistent, and 
complete description of knowledge and theories. Gödel proved that this was not the 
case: as soon as one devises a system that is powerful enough and that supports 
mathematical reasoning, the same system will necessarily contain statements that we 
could never prove to be true, even though it is true. Similarly, only a few years later Alan 
Turing showed that some problems never can be solved with a computer. He used the 
halting problem as an example, and by extending his argument showed that no algorithm 
can ever exist to answer questions like: “Will the system terminate?”, “Are two modeled 
actions order independent or do I have to orchestrate them?”, “Is the system specifica­
tion complete?”, “Is the system specification minimal?”, or “Are two specifications 
functionally equivalent, in other words, do they deliver the same functionality?” There 
can be no algorithm to decide these problems; therefore, no computer simulation 
program can decide them either. They are undecidable problems!

•  Computability addresses that only computable functions can be used on computers. 
Lambda calculus, the Turing machine, and recursive function theory explain what comput­
able functions are. In simple terms, computable functions have a limited and discrete range 
and domain. If range and domain are not limited, they cannot be handled in the finite space 
of the computer. If they are not discrete, they cannot be mapped to the digital space. We can 
approximate other functions, but that always encompasses numerical errors. Again, this is 
a systemic challenge that cannot be solved. They are not computable problems!
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•  Finally, not everything that can be computed in theory can also be computed in practice: 
solving some problems simply takes too long, even on fast supercomputers. 
Computational complexity studies the use of resources, in particular computer 
memory needs and computing time. Computational complexity, as a discipline, is 
interested in the order of magnitude of functions to describe their general behavior. As 
a rule, only problems that require polynomial growth of resources with the size of the 
problem are generally solvable. Many additional problems can be solved based on 
good heuristics, but a huge number of computational complex problems cannot be 
solved with a computer anyhow, and this holds for simulations as well. These prob­
lems are computationally too complex to be solved in practice!

The interested reader is pointed to Huber L. Dreyfus books on the limits and constraints 
of computers: “What Computers Can’t Do: The Limits of Artificial Intelligence” [21] and 
“What Computers Still Can’t Do: A Critique of Artificial Reason” [22].

A final limitation of reliability of composites is based on the earlier insight that simula­
tions and composites are based on models, which in turn are based on theories. While it is 
technically possible to combine simulation using handshake protocols and loose coupling 
methods, such as service‐oriented architectures, the result of such a composition must be 
conceptually meaningful as well. Winsberg [23, pp. 72–92] uses nanosciences as an illus­
tration. In his example, scientists are interested in how cracks evolve and move through 
material in order to predict, for example, the stability of a bridge or a building. To address 
this problem, three different levels of resolution are necessary. In order to understand how 
cracks begin, sets of atoms governed by quantum mechanics are modeled in small regions. 
These regions are embedded into medium‐scale regions that are governed by molecular 
dynamics. Finally, most of the material is neither cracking nor close to a developing crack 
and can be modeled using continuum mechanics based on linear‐elastic theory. The 
challenge is that these three theories—quantum mechanics, molecular dynamics, and 
linear‐elastic theory—cannot all be valid at the same time, each exists with excluding prin­
ciples. When composing contributing simulations to the digital human, such problems on 
the conceptual level need to be addressed in order to avoid conceptual chimeras as a result.

SUMMARY AND CONCLUSION

Computer simulation has become a powerful tool. New integration methods and paradigms are 
supporting the construction of composites of various disciplines to support multidisciplinarity, 
interdisciplinarity, and transdisciplinarity. This chapter addressed several supporting methods 
that allow the contextualization of components. In order to better understand what metadata is 
needed to allow for composition of independently developed solutions into a valid and reliable 
component, the levels of conceptual interoperability model (LCIM) was developed and 
successfully applied in many domains. Figure 16.6 shows the levels as explained in Ref. [15].

The LCIM exposes a base layer and six layers of interoperation:

•  The base layer represents the stand‐alone systems; they are not connected and there­
fore expose no interoperability.

•  The technical layer deals with infrastructure and network challenges, enabling 
 systems to exchange carriers of information. We define common protocols allowing 
exchanging signals.
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•  The syntactic layer deals with challenges to interpret and structure the information to 
form symbols within protocols. We introduce a common way to interpret the signals.

•  The semantic layer provides a common understanding of the information exchange. 
On this level, the syntactical structures are interpreted as objects, messages, and other 
higher structures. The symbols get a common semantic interpretation.

•  The pragmatic layer recognizes the patterns in which data are organized for the 
information exchange, which are in particular the inputs and outputs of procedures 
and methods to be called. This is the context in which data are exchanged as appli­
cable information. These groups are often referred to as (business) objects. We know 
not only what the data mean but also how the data is used.

•  The dynamic layer recognizes various system states, including the possibility for agile 
and adaptive systems. The same business object exchanged with different systems can 
trigger very different state changes. It is also possible that the same information sent to 
the same system at different times can trigger different responses. The conceptual models 
of BOMs explained earlier in this chapter are an example of how this can be done.

•  Finally, assumptions, constraints, and simplifications need to be captured. This 
 happens in the conceptual layer. The conceptual challenges of contradicting theories 
discussed in the previous section are examples of challenges that have to be addressed.

Reliable composites require integratable infrastructures, interoperable simulation, and 
composable models. The LCIM allows identifying the necessary metadata allowing for 
meaningful contextualization. As discussed in more detail in Ref. [2], interoperability 
standards allow exchanging information between the systems and using the information 
in the receiving system. Composability ensures the consistent representation of truth in all 
participating components of the composites. The necessary mathematical foundations 
have been identified [20] and their practical application demonstrated [5]. Methods and 
tools for contextualization and reliability of composites, in support of the Digital Human, 
are identified and are ready to be applied.
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It should be pointed out that these technical challenges described in this chapter may not 
be the major challenge that the Digital Patient will encounter. As described by Dunn and 
colleagues [24], the integration into the organizational complexity may be the bigger issue. 
Internally, engineering, culture, execution, and infrastructure have to be addressed as inter­
related fields of concerns, while externally in addition challenges of media, accreditation, 
certification, industry, government, malpractice, public, and advocacy have to be addressed. 
A purely technology‐driven view is not sufficient to address the resulting issues. Gheorge 
and Masera [25] identified infranomics as a crucial discipline for this century. They define 
infranomics as the body of disciplines supporting the analysis and decision‐making, 
regarding the metasystem. The metasystem is defined by the totality of the technical com­
ponents, stakeholders, mindframes, legal constraints, etc. It is the set of theories, assump­
tions, models, methods, and associated scientific and technical tools required for 
studying the conception, design, development, implementation, operation, administration, 
maintenance, service supply, and resilience of the metasystem. As such, infranomics will 
be the discipline‐of‐disciplines grouping all needed knowledge. Technical approaches as 
described in this chapter have to be embedded into such an overarching approach in order 
to be successful.
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INTRODUCTION

Judea Pearl and other researchers introduced the concept of Bayesian networks in the 
mid‐1980s [1, 2]. Many of the earliest applications were in the field of medicine.

Figure 17.1 shows a standard introductory example of a Bayesian network (BN). A BN 
consists of nodes and arcs. The nodes represent random variables or uncertain events. The 
arcs represent probabilistic dependencies between the nodes. In each node is a conditional 
probability table (CPT) that represents the knowledge of the relationship between that 
node and its parent nodes (its predecessor nodes in the network). The CPT is shown for the 
Dyspnea node in the figure. Importantly, each BN corresponds to a specific expansion of a 
joint probability distribution. The BN is mathematically precise. All constructs and 
 operations in the BN correspond to constructs and operations in probability theory. The 
unique feature of BNs is the propagation algorithm, developed from Bayes’ theorem, 
which provides efficient analysis of the BN, even those containing hundreds or thousands 
of nodes.

BNs have many unique advantages for diagnostic and other problems in medicine. 
These will be pointed out as each application area is covered and summarized at the end of 
the chapter. We cover four application areas: automation of patient aids, clinical diagnosis 
and treatment, medical image interpretation, and public health.
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Automation of Patient Aids

A small but important application of BNs in medicine has been to automation of patient 
aids. We provide two examples. The first is the application of a BN to tune the 150 param-
eters of a cochlear implant to improve patient hearing ability. The second is an application 
that recommends an insulin dose to control the serum glucose level of a patient.

Cochlear Implants First, we will discuss the cochlear implant application. The purpose of 
a cochlear implant (CI) is to treat hearing loss [3]. In some cases, a CI restores a sense of 
hearing to a person who is deaf. The CI is an electronic device consisting of a speech 
processor and an array of electrodes implanted in the cochlea of the ear. The electrodes 
directly stimulate the auditory nerve to provide the sense of hearing. This particular 
application uses a unique algorithm to solve the network for an optimal strategy instead of 
the typical propagation algorithm used to solve BNs. The authors use the more general term 
“probabilistic graphical models” (PGMs) instead of “networks.” We consider this a BN 
application, but use the term PGM throughout our summary to be consistent with the authors.

Problem. The CI has up to 150 tunable parameters. These can be associated with 
individual electrodes or with the implant as a whole. The role of the PGM is in the tuning 
process. It takes as input the current settings of the control parameters and the results of 
audiological tests, and tries to find a change to the set of parameters that will provide 
maximum improvement to the patient’s hearing ability.

Approach. The researchers develop the concept of a “tuning network” which is a 
special PGM that contains not only chance nodes but also decision and utility nodes. 
Like an influence diagram, the tuning network contains decision nodes, used to model a 
tunable parameter such as the sensitivity of the microphone. It also contains chance 
nodes to model variables representing the effect of a change in a tunable parameter. 
Evidence nodes update the chance nodes. The evidence nodes might represent the result 
of a test, such as an audiometric, phoneme discrimination, or speech recognition test. 
Finally, the tuning network contains utility nodes to assign a value representing a change 
in hearing performance due to changes in some subset of the tuning parameters. The set 
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of utility nodes in the tuning network represent the value function associated with the 
patient’s hearing capability that is to be optimized.

In addition to the tuning network, the researchers develop a new type of “independence 
of causal interaction (ICI)” node. The most popular example of these kinds of nodes is the 
commonly used nisy‐or. Their ICI node or “tuning model” implements a type of majority 
voting function. To facilitate this, they assume that every variable involved in the tuning 
model has exactly one of three values: increased, decreased, or “not changed.”

Bayesian Network Development. Their model contains 202 nodes and 664 links. To 
facilitate building of the large PGM, they use an object‐oriented paradigm for PGMs [4]. 
Elicitations from experts provide the probabilities required.

Inference. Using the utility nodes as described earlier, the researchers computed a global 
expected utility given the strategy using an inference algorithm. Because of the large 
number of variables and the high connectivity of the model, they used a likelihood  weighting 
method [5] adapted to be used for networks containing utility nodes.

Results and Verification. Initial results were promising. Formal verification not being 
performed, the results from applying the PGM to a set of cases from real CI users were 
compared with the FOX model, an experts system based on deterministic rules. In addition, 
the expert who developed FOX reviewed the results. This expert judged results on cases in 
which the PGM CI tool diverged from FOX reasonable. In one notable case, a set of 
 audiologists using FOX could not improve a patient’s ability to understand spoken words, 
but this tool increased her performance to that of normality.

Current State. Current work involves learning the conditional probabilities from data, 
instead of relying wholly on expert elicitation. Discretization of nodes into three states now 
seems too coarse. Increasing the number of states would allow sensitivity to smaller changes. 
Finally, a partially observable Markov decision process approach is under consideration.

Discussion. The researchers chose a PGM because they provide a structured way to 
combine knowledge elicitation from experts with learning from data, and they provide a 
powerful probabilistic reasoning capability.

Insulin Regulation In the Intensive Care Unit (ICU), patients who are critically ill 
frequently experience hyperglycemia [6]. This may be due to a preexisting diabetic 
condition or due to stress‐response mechanisms. Such patients must maintain their serum 
glucose level within tolerances. Intensive insulin therapy performs this control function.

Problem. Intensive insulin therapy requires that the intravenous glucose drip be 
 monitored and adjusted every 2 h or less. This control could be performed without human 
intervention; however, the risk of death demands a clinician in the loop. This research 
attempts to provide the clinician with a tool that allows them to do this job effectively and 
safely. This is a two‐part problem. First, the system must accurately predict the serum 
glucose level accurately. Second, the system must be able to recommend insulin doses to 
control the serum glucose of the patient within the appropriate bounds.

Approach. The researchers chose dynamic BNs (DBNs) to model the evolution of a set 
of state variables in time. The DBN provides a way to model changing situations in which 
evidence is gathered over time. A set of nodes is defined as the state for the model. The 
values of these state nodes depend only upon the previous state, that is, the Markov  property. 
Typically, the DBN is defined by modeling the relationship between two time steps. 
Therefore, the user needs only to define the relationship between two time steps to specify 
completely the DBN. These models rapidly become intractable with the addition of more 
complexity (increased number of arcs) or more time steps or both.
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The researchers modeled all nodes as discrete. The time between states was 2 h. An 
exact inference algorithm was used. The primary tool was Bayes Net Toolbox, which is an 
open‐source package in MATLAB [7].

Bayesian Network Development. The structure of the model, shown in Figure 17.2, was 
formulated based on information from the medical literature. The gray‐shaded nodes are 
those that are directly observable. The unshaded nodes are those that are not directly 
observable (but can be estimated by the observable nodes). Figure 17.2 shows two time 
periods of the dynamic model for times t – 1 and t. Nodes marked with the same circled 
number will have the same CPT. Comparing the t – 1 stage to the stage at time t, shows that 
only Serum Glucose will have a different CPT across the stages. The Serum Glucose node 
at time t = 2 will have the same CPT as this node at time t = 1, but at t = 1 it will not have the 
same CPT at time t = 0, simply because t = 0 is the first stage.

Anonymized data from 796 patients was used to learn the 11 unique CPTS indicated in 
the model pictured above. The model was learned with two‐thirds of the data, and tested 
with the remaining one‐third.

The researchers realized the importance of discretization in obtaining accurate results 
with a discrete BN model. They tried a combination of domain‐based and equal interval 
discretization, and compared this to k‐means clustering. Interestingly in this application, 
even though standard values for very low, low, normal, high, very high for physiological 
variables were taken from the clinical literature, the results for the domain‐based approach 
were not nearly as accurate as with k‐means clustering.

Results and Verification. The key component of their verification of the model was to 
randomly remove some fraction of the observed values of serum glucose and insulin drip 
rate, have the DBN algorithm estimate these removed values, and then compare the actual 
values (that were removed) to the values estimated by the algorithm. The results, when 
compared to what is considered the gold standard (eProtocol‐Insulin), showed the model to 
be highly accurate even though the patient’s nutrition and severity of illness were not 
included in the data set used in the machine learning of the model.
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Discussion. “Dynamic Bayesian Networks (DBN) support modeling changes in patients’ 
condition over time due to both diseases and treatments, using probabilistic  relationships 
between different clinical variables, both within and across different points in time” [6]. 
This leads to several important advantages for this application. For example, nodes that 
are not directly observable can be estimated from the values of observed nodes. In fact, 
at any point in time, whatever nodes have not been observed will be estimated by the 
nodes have been observed at that point in time. “This is an advantage of the DBN model 
over models such as regression and neural networks that have preset input and output 
variables” [6].

Clinical Diagnosis and Treatment

Selecting Treatment for Lung Cancer “A prime example of a clinical setting, in which 
uncertainty is ubiquitous, is treatment selection in cancer care, where the diverse nature of 
the patient and disease characteristics and the rapidly expanding range of treatment options 
often present dilemmas regarding optimum treatment decisions” [8]. This leads to 
multidisciplinary teams playing a large role in treatment decisions. BNs offer an effective 
framework for discussion among the members of these teams.

Problem. There are two tasks. First, survival must be predicted as a basis for comparing 
treatments and making other decisions regarding the patient. Second, a method for  selecting 
the optimal treatment option must be defined. These tasks must be done in an environment 
containing a high degree of uncertainty. This uncertainty is unavoidable in patient care 
processes—medicine is inherently uncertain. This uncertainty has many impacts including a 
distortion in the understanding of causal relationships. Other aspects of the problem  environment 
are  datasets having many blank entries, inconsistent formatting, and incorrect entries. A high 
degree of uncertainty and missing data are problems for which BNs are uniquely suited.

Approach. The ability of the BN to account for causal interventions allows calculation 
of the probability of survival for each treatment. Therefore, the doctor using this research 
will be able to select a treatment that maximizes the probability of survival.

Bayesian Network Development. The researchers used a broad variety of techniques for 
building the model: BN models elicited solely from human experts, BN models using 
machine‐learning techniques, BN models using a hybrid approach that folds expert 
 judgment into the machine learning process, and finally non‐Bayesian statistical approaches. 
Across these four approaches, they used 12 different algorithms. The MATLAB BNT 
toolbox and the Weka 3 machine learning software tools were used. In addition, for the 
hybrid modeling approach, they used Causal Minimum Message Length (CaMML), a 
causal discovery algorithm. CaMML incorporates limited expert knowledge into the 
automated structure learning in the form of relationships between pairs of nodes in terms 
of time, direct causality or undirected influence between the two nodes.

An anonymized subset of the Lung Cancer Database (LUCADA) lung cancer database 
from England provides the basis for the machine learning in the various approaches and for 
measuring the quality of the resulting models. They used 4 years of anonymized data 
 collected during diagnoses from 2006 to 2010. This data, obtained from LUCADA, 
contained more than 1,26,000 patient records. Over 30% of the fields in LUCADA were 
missing data, and so a key part of the knowledge engineering was addressing this problem. 
These researchers considered missing data for a field value to be a meaningful value for 
that field, and so the text value “Unknown/Missing” replaces the missing value. Therefore, 
the model makes inferences based on the node value “Unknown/Missing.”
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Verification and Validation. The models (nine BN models and three statistical models) 
were used to predict the 1‐year survival outcome. The results are mixed across the 12 
 algorithms used and show no dominant winner. On the other hand, the BN built by eliciting 
both structure and probabilities from human experts, a purely manual built model,  performs 
noticeably worse than all the algorithmically built models. The authors believe that “this 
low predictive performance of the manual DAG structure may be explained by implicit 
dependencies in the data that the clinically elicited network is unable to capture” [8].

The ability of the BN to recommend a treatment by finding the treatment that  maximized 
the probability of one‐year survival given that treatment was not overwhelming. The BN 
recommendation only matched the recorded treatment 29% of the time. This rose to 76% 
when partial matches were considered. It is important that the comparison of treatment 
recommended by the models was to the treatment selected by the patients’ doctors, not to 
ground truth.

Discussion. The results show that BNs score about the same as non‐BN approaches for 
this problem. In particular, BNs build with careful consideration of causal structure do not 
perform significantly better than the TAN BNs that give absolutely no consideration to 
causal structure. Even given this, however, BNs are still valuable in this problem. They can 
provide answers even when some variables are not observed (by doing inference from the 
variables that are observed to those that are not). Also, the CPTs in the nodes of the BN, 
which model the relationship of a node to its parent nodes, can be updated as additional 
information (in the form of cases) becomes available. The need to predict survival proba-
bilities given different treatment options requires causal reasoning, which is supported by 
BNs with causal structures but not with “discriminative machine learning methodologies 
such as regression models” [8].

On the one hand, there is much research and applications work on BNs hoping to iden-
tify the underlying causal structure of a BN from data, while at the same time comparison 
of causal BNs to Naïve Bayes and Tree augmented Naïve Bayes show little or no advantage. 
However, even given this mediocre performance by the BN solutions, there are still strong 
advantages for using BNs when their structure is causal. The section “Conclusions” 
 discusses the advantage of this causal structure.

There are many other interesting applications of BNks in the general category of clinical 
diagnosis and treatment. Three examples are given in the following text.

OTHER INTERESTING APPLICATIONS

The current technique for predicting the pathological stage for prostate cancer relies on a 
logistic regression‐based approach. Predicting the pathological stage is important for deter-
mining the patient’s treatment. The authors have compared a range of classifiers for 
improving performance against this problem. Though a Naïve Bayes classifier did the best 
using the four variables in the current approach, BNs generally outperform the other 
methods as additional variables were added to the model [9].

The prognosis of cancer patients treated with intensity‐modulated radiation‐therapy 
(IMRT) is complex due to uncertainty, the number of decision variables, and the need to 
balance objectives of maximum tumor control and minimal treatment complications. A BN 
was developed to predict outcomes of IMRT such as tumor control and regional spread [10].

DBNs were applied to modeling the Sequential Organ Failure Assessment (SOFA) 
severity score for critically ill patients admitted to the ICU. The SOFA score is based on 
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individual system scores for the respiratory, cardiovascular, hepatic, coagulation, and renal 
and neurological systems. The purpose was to identify probable sequences of organ 
 failures, a major cause of death in the ICU. DBNs were shown to be a promising tool for 
prognosis and supporting physician decision making in this case [11].

Medical Image Interpretation

Images are extremely important in medicine allowing insight into a patient otherwise would 
not be known [12, 13]. Since 1895, imaging methods have improved in parallel with the 
advancements of the computer. Image interpretation and processing have improved over 
time as well but still remain a very complex problem. To that end, BNs have been used in 
hopes of improving mammographic analysis, breast cancer detection, and specifically in 
interpreting results. Velikova et al. [12] developed an approach where they compared  medical 
interpretation of results from a breast cancer screening practice that included the mammo-
graphic examinations of 795 patients of which 344 were cancerous. The study purpose was 
to determine whether data discretization and structure learning can be used to scrutinize 
the modeling assumptions to improve the quality of a manually developed BN model. The 
results showed that discretization could improve the representation and the accuracy of 
the models in comparison to the model with continuous variables. First, the discrete data 
better captures the way radiologists analyze mammograms and evaluate abnormalities. This 
allows for easier interpretation and usability of the BN model. Second, appropriate discreti-
zation provides better approximation of the true probability distribution of the data used and 
avoids the strong Gaussian assumption imposed on the continuous variables, leading to 
better accuracy and data fitting capabilities of the models, as shown in this study.

Public Health

Biosurveillance There are many important and substantial problems in the field of public 
health [14]. One problem is in detecting the emergence of an outbreak of disease in the 
human population as quickly as possible. The key factor in reducing the casualties of such 
outbreaks is early detection. The goal of DTRA’s Biosurveillance Ecosystem (BSVE) 
program is to significantly reduce the time required to identify threats to human health, 
whether of malicious or natural origin, and respond appropriately. Rapid and thorough 
information access will benefit US government analysts, local public health authorities, 
and individual citizens attempting to mitigate such outbreaks.

Problem. A BN anomaly detector (BNAD) contributes to early detection of outbreaks by 
being able to detect anomalous conditions. The BNAD does not require knowing the signa-
ture of the outbreak. It finds anomalies and provides a capability for the user to look into the 
nature of the detected anomaly and determine if it is an outbreak of interest or not. The 
BNAD’s success requires having a model of normality. It provides a capability for analysis 
of the current situation with respect to this model of normality. Then the current situation 
can be judged to be anomalous or not compared to the BNAD’s model of normality.

Approach. In building the BNAD, the approach used machine‐learning techniques 
to learn the probabilities of the BN model that describes “normality.” Ideally, the BN prob-
abilities should be learned from data that was collected when conditions were normal—in 
this case, a non‐outbreak situation. The BN is dynamic and models day‐to‐day transitions; 
looking for unusual day‐to‐day transitions across approximately 90 syndromes and 68 
counties. The structure is shown in Figure 17.2. The database used to learn the  probabilities 
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was furnished by DTRA and included several datasets that recorded clinic visits by 
individual patients. From this data, we were able to build a data table that gave syndrome 
counts for each of 68 counties over a given set of days (about 100–200). This data table was 
used to learn the probabilities of the BN.

To use the BNAD, the analyst enters a case into the BN. Each case typically consists of 
a county, a season of the year, and the standardized syndrome count data for 2 sequential 
days. A standard function in Netica calculates the probability of this case. An anomaly is 
defined as a case with a relatively low probability of occurrence. Since the BN model 
 represents what is normal, a low probability of the case given the model indicates an 
anomaly. An anomaly score was defined to be the negative log of the probability of the case 
given the model. Higher scores are more anomalous. If the user identifies an anomalous 
case, they can look at specifically what syndromes are resulting in this anomaly and 
 compare with other information in and out of the BNAD to make a decision about an alert.

Bayesian Network Development. The raw dataset was very large, about 3–5 million 
records. It consisted of records of individual patient visits to clinics across counties in a 
specific state. The data had been carefully anonymized. Standard tools such as Excel or R 
were unable to process the dataset because of its size. A unique combination of various data 
tools had to be used to reduce the raw data to array data objects that could be handled by R. 
Excel and R and other software were then used to prepare a data table formatted  appropriately 
for the Netica BN software to ingest and learn the model (Fig. 17.3).

This learning was only for the probabilities in the BN model. The structure of the model 
was developed manually. This structure is shown in Figure 17.4.

Syndromic data from customer in CSV format
3–5 million records

Each record is for a single patient visit to a clinic or hospital

Multidimensional arrays in R (258 × 68 × 102 for BNAD)
Counts of syndromes or syndrome combinations for each day, county

Each record is for a day, county, syndrome (combination)

Flat �le in CSV format for
learning the Bayesian network

anomaly detection model

Bayesian network model

Hadoop Map-Reduce, SQLite, R

R, custom software

Netica

Results—anomaly scores

Netica, RNetica, custom software

Formatted alerts ready to be displayed by the GUI software

Custom software

FIGURE 17.3 Steps in development of the Bayesian network model.



FIGURE 17.4 The Bayesian network structure is modeled with uniform probabilities. Inset shows the day 1 and day 2 nodes for a single 
syndrome after learning.
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The inset in Figure 17.4 shows the nodes representing the standardized syndrome count 
data for 2 consecutive days for GI Hemorrhage. When data is entered for this node for a 
specific county and 2 sequential days of a specific season, Netica calculates the probability 
of this case. With this process performed for all 90 syndromes, Netica calculates the 
 probability of this entire case. This probability of case given model is then used to calculate 
the anomaly score.

Verification and Validation. To facilitate the Biosurveillance Ecosystem contractors 
 verifying their models, data representing a shigellosis outbreak was injected into a 
 syndromic data set for a specific county. All of the data had been heavily “anonymized.” In 
the initial testing scenario, analysts knew there was a shigellosis outbreak in the given 
county, but they did not know when the outbreak began or ended.

The BNAD was applied to the data set containing the injected shigellosis data. Using a 
simple alert rule of looking for 1 day with a high anomaly score resulted in too many false 
alarms. By trying different alert rules, one was found that provided an adequate probability 
of detection of the outbreak with a small false‐alarm probability. This was considered 
acceptable for this initial prototype.

Discussion. There are many advantages to using the BN for this problem. First, the BN 
allows information from other sources to contribute to the analysis. For example, during 
the BSVE project, techniques for mining twitter data were also developed. This 
information source could be easily integrated with the BNof the BNAD to produce 
improved results [15]. Also, BNs provide a causal model that a human user can more 
easily understand, interact with, and explore. Causal relations are represented directly. In 
addition, trend effects can be easily modeled by including a node representing a context 
variable in the BN. Dynamic variables like syndrome counts at each time period and 
static variables like county, season, mitigation strategies, and weather are all easily incor-
porated into the BN. Case data and expert knowledge can be easily synthesized in the 
BN machine learning algorithms. Finally, complex dependencies are straightforward to 
 represent in the BN.

A key disadvantage of BNs is that in nearly all BN software all variables must be 
 discretized. Also, BNs can be awkward for modeling dynamics. These issues did not pose 
a problem in this case, because the model had only two stages.

Future Work. Immediate needs include analysis tools to help the analyst better  understand 
the underlying causes when an alert is given. The probabilities of detection and false alarm 
depend strongly on the definition of an alert. This requires working with the analyst 
community to explore the impact of different ways to define the alert. The BNAD must be 
more thoroughly tested in diverse scenarios and refined accordingly.

Less immediate needs include increasing the scope of the BNAD to account for seasonal 
flu variation and other context variables. In addition, one of the key advantages of BNs is 
the ability to model dependencies between nodes, for example in our case, between nodes 
representing the standardized syndrome counts. Taking advantage of this and accounting 
for dependencies could improve performance. Finally, the capability of BNs to synthesize 
data with knowledge from human experts should be explored.

Other Interesting Applications There is a broad and diverse literature of the application 
of BNs in the public health arena. Samplings of those applications are summarized here.

Researchers applied BNs to modeling the risk of diarrhea infection in children in 
Cameroon to understand the cause of the disease and to quantify its effects [16]. They illus-
trate the capability of BNs to model the causal relationships between risk factors and to 
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model hierarchical and other complex interrelationships between factors. The paper shows 
advantages of BNs over the more standard logistic regression approaches. This includes 
the ability to infer unknown values of some risk factors given other risk factors with 
known values.

A diverse team of researchers applied BNs “to develop a method for the optimiza-
tion of epidemic alerts and the spatial and temporal targeting of immunizations and 
other interventions for the management of meningitis in the Niger, with the ultimate 
goal of preventing meningitis epidemics in the country” [17]. A key problem was to 
extract clinically  meaningful information from an epidemiological database. 
Unfortunately, the size and quality of the dataset used in the Niger is not available for 
other areas. Simulation and resampling are being considered to address this problem. 
Validating their BN model (built from 2004–2006 results) against 2006–2008 data 
showed promise.

Researchers [18] used BNs to discover relations between genes, environment, and 
 disease. They applied their approach to a study of bladder cancer in the United States. A 
key model building issue was missing data. The authors used the Expectation Maximization 
(EM) algorithm to provide “a practical means for estimating model parameters without 
disregarding observations with missing values. In our example, this greatly increased our 
sample size and allowed for the discovery of toenail arsenic levels as a significant predictor 
of bladder cancer” [18]. It is interesting that complex associations of variables (i.e., gene 
environment interaction) were only found when looking for other than causal interpreta-
tions of BN structure. Usually, attention to causality contributes to the insight and  usefulness 
provided by the BN model.

CONCLUSION

Table 17.1 summarizes the five applications discussed in some detail in this chapter. Each 
column corresponds to an application. Each row corresponds to a different summary topic 
including the following:

•  Role of the BN in the application

•   knowledge was acquired to build the structure of the BN and determine its probabilities

•  How knowledge was represented in the model

•  Anything the researchers did that was unique compared to similar applications

•  Software used to build and exercise the BNs

•  Status of the work focusing especially on verification

As in all modeling approaches, there are disadvantages in modeling with BNs. For 
example, in almost all BN software all variables must be discretized. In addition, BNs can 
be awkward for modeling dynamics. However, the publications discussed in this chapter 
have shown many advantages to applying the BN modeling approach in the medical 
 environment. These include the followi ng:

•  Complex dependencies are straightforward to represent in the BN.

•   BNs provide a structured way to combine knowledge elicitation from experts with 
learning from data.
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•   The CPTs in the nodes of the BN, which model the relationship of a node to its 
 parent nodes, can be updated as additional information (in the form of cases) 
becomes available.

•   In most real‐world datasets, much information is lost when only complete observa-
tions are considered in statistical analysis. An important benefit of BNs is their ability 
to handle missing information.

•   An advantage of BNs over the more standard logistic regression approaches includes 
the ability to infer unknown values of some nodes given other nodes with known values.

•   The need to predict survival probabilities given different treatment options requires 
causal reasoning, which is supported by BNs with causal structures but not with 
 “discriminative machine learning methodologies such as regression models.”[8]

•   BNks facilitate causal models that a human user can more easily understand, interact 
with and explore [1].
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INTRODUCTION

A virtual revolution is ongoing in the use of simulation technology for clinical purposes. 
When discussion of the potential use of virtual reality (VR) applications for human research 
and clinical intervention first emerged in the early 1990s, the technology needed to deliver 
on this “vision” was not in place. Consequently, during these early years VR suffered from 
a somewhat imbalanced “expectation‐to‐delivery” ratio, as most users trying systems  during 
that time will attest. Yet it was during the “computer revolution” in the 1990s that emerging 
technologically driven innovations in behavioral healthcare had begun to be  considered and 
prototyped. Primordial efforts from this period can be seen in early research and development 
(R&D) that aimed to use computer technology to enhance productivity in patient documen-
tation and record‐keeping, to deliver cognitive training and rehabilitation, to improve access 
to clinical care via internet‐based teletherapy, and in the use of VR simulations to deliver 
exposure therapy for treating specific phobias. Over the past 20 years, the technology 
required to deliver behavioral health and medical training applications has significantly 
matured. This has been especially so for the core technologies needed to  create VR systems 
where advancements in the underlying enabling technologies (e.g., computational speed, 3D 
graphics rendering, audio/visual/haptic displays, user interfaces/tracking, voice recognition, 
artificial intelligence, and authoring software) have supported the creation of low‐cost, yet 
sophisticated VR systems capable of running on commodity‐level personal computers. In 
part driven by digital gaming and entertainment sectors, and a near insatiable global demand 
for mobile and networked consumer products, such  advancements in technological “prow-
ess” and accessibility have provided the hardware and software platforms needed to produce 
more usable and high‐fidelity VR scenarios for the conduct of human research and clinical 
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intervention. Thus, evolving behavioral health applications can now usefully leverage the 
interactive and immersive assets that VR affords as the technology continues to get faster, 
better, and cheaper moving into the twenty‐first century.

While such advancements have now allowed for the design and creation of ever more 
believable context‐relevant “structural” VR environments (e.g., combat scenes, homes, 
classrooms, offices, and markets), the next stage in the evolution of Clinical VR will involve 
populating these environments with Virtual Human (VH) representations that can engage 
real human users in believable and/or useful interactions. This emerging technological 
capability has now set the stage for the next major movement in the use of VR for clinical 
purposes with the “birth” of intelligent VH agents that can serve the role of virtual stan-
dardized patients (VSPs) for clinical training. One problem in trying to understand VSPs is 
that there are several quite distinct educational approaches that are all called a “virtual 
patient.” Such approaches include case presentations, interactive patient scenarios, virtual 
patient games, human standardized patients (HSPs), high‐fidelity software simulations, 
high‐fidelity manikins, and VH conversational agents. This chapter emphasizes on VH con-
versational agents, and the reader is referred to Talbot et al. [1] for a very clear detailing of 
the salient features of the wide variety of approaches that are commonly referred to as 
virtual patients.

THE RATIONALE FOR VIRTUAL STANDARDIZED PATIENTS

An integral part of medical and psychological clinical education involves training in 
 interviewing skills, symptom/ability assessment, diagnosis, and interpersonal communica-
tion. In the medical field, students initially learn these skills through a mixture of classroom 
lectures, observation, and role‐playing practice with standardized patients—persons 
recruited and trained to take on the characteristics of a real patient, thereby affording med-
ical students a realistic opportunity to practice and be evaluated in a simulated clinical 
environment. This method of clinical training was first attempted in 1963, when Dr. Howard 
Barrows at the University of Southern California trained the first HSPs [2]. Since that time, 
the use of live actors has long been considered as the gold standard medical education 
experience for both learning and evaluation purposes [3, 4]. HSPs are paid actors who pre-
tend to be patients for educational interviews and provide the most realistic and challenging 
experience for those learning the practice of medicine because they most closely approxi-
mate a genuine patient encounter. HSPs are also a key component in medical licensing 
examinations. For example, the United States Medical Licensing Examination (USMLE) 
Step 2 Clinical Skills exam uses SPs and is mandatory for obtaining medical licensure in 
the United States (cf. http://www.usmle.org/). HSP encounters engage a number of clinical 
skill domains such as social skills, communication skills, judgment, and diagnostic acumen 
in a real‐time setting. All other kinds of practice encounters fall short of this because they 
either do not force the learner to combine clinical skill domains, or they spoon feed data to 
the student with the practice case that turns the learning more into a pattern recognition 
exercise, rather than a realistic clinical problem‐solving experience. The HSP is the only 
type of encounter where it is up to the learner to naturalistically pose questions to obtain 
data and information about the case that then needs to be integrated for the formulation of 
a diagnostic hypothesis and/or treatment plan.

Despite the well‐known superiority of HSPs to other instructional methods [5, 6], they 
are employed sparingly. The reason for this limited use is primarily due to the very high 

http://www.usmle.org/
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costs to hire, train, and maintain a diverse group of patient actors. Moreover, despite the 
expense of standardized patient programs, the standardized patients themselves are 
 typically low‐skilled actors and administrators face constant turnover resulting in consider-
able challenges for maintaining the consistency of diverse patient portrayals for training 
students. This limits the value of this approach for producing realistic and valid interactions 
needed for the reliable evaluation and training of novice clinicians. Thus, the diversity of 
clinical conditions that HSPs can characterize is limited by the availability of human actors 
and their skills. HSPs that are hired may provide suboptimal variation control and are typ-
ically limited to healthy‐appearing adult encounters. This is even a greater problem when 
the actor needs to be a child, adolescent, elder, person with a disability, or in the portrayal 
of nuanced or complex symptom presentations.

The situation is even more challenging in the training of students in clinical psychology, 
social work, and other allied health professions. Rarely are live standardized patients used 
in such clinical training. Most direct patient interaction skills are acquired via role‐playing 
with supervising clinicians and fellow graduate students, with closely supervised “on‐the‐
job” training providing the brunt of experiential training. While one‐way mirrors provide a 
window for the direct observation of trainees, audio and video recordings of clinical 
sessions is the most common method of providing supervisors with information on the 
clinical skills of trainees. However, the imposition of recording has been reported to have 
demonstrable effects on the therapeutic process that may confound the end goal of clinical 
training [7] and the supervisor review of raw recordings is a time consuming process that 
imposes a significant drain on resources.

In this regard, VSPs can fulfill the role of HSPs by simulating diverse varieties of clinical 
presentations with a high degree of consistency, and sufficient realism [8, 9], as well as 
being always available for anytime–anywhere training. Similar to the compelling case 
made over the years for Clinical VR generally, VSP applications can likewise enable the 
precise stimulus presentation and control (dynamic behavior, conversational dialog, and 
interaction) needed for rigorous laboratory research, yet embedded within the context of an 
ecologically relevant simulated environment. Toward this end, there is a growing literature 
on the use of VSPs in the testing and training of bioethics, basic patient communication, 
interactive conversations, history taking, clinical assessment, and clinical decision‐making 
and initial results suggest that VSPs can provide valid and reliable representations of live 
patients [1, 9–16].

CONVERSATIONAL VIRTUAL HUMAN AGENTS

Clinical interest in artificially intelligent agents designed for interaction with humans can 
trace its roots to the work of MIT AI researcher, Joe Weizenbaum. In 1966, he wrote a lan-
guage analysis program called “ELIZA” that was designed to imitate a Rogerian therapist. 
The system allowed a computer user to interact with a virtual therapist by typing simple 
sentence responses to the computerized therapist’s questions. Weizenbaum reasoned that 
simulating a nondirective “Rogerian” psychotherapist was one of the easiest ways of sim-
ulating human verbal interactions, and it was a compelling simulation that worked well on 
teletype computers (and is even instantiated on the Internet today: http://www. manifestation.
com/neurotoys/eliza.php3). Despite the fact that the illusion of Eliza’s intelligence soon 
disappears due to its inability to handle complexity or nuance, Weizenbaum [17] was 
reportedly shocked upon learning how seriously people took the ELIZA program [18]. 

http://www.manifestation.com/neurotoys/eliza.php3
http://www.manifestation.com/neurotoys/eliza.php3
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Moreover, this led him to conclude that it would be immoral to substitute a computer for 
human functions that “…involves interpersonal respect, understanding, and love.”

More recently, seminal research and development has appeared in the creation of highly 
interactive, artificially intelligent (AI) and natural language capable VH agents. No longer 
at the level of a prop to add context or minimal faux interaction in a virtual world, these VH 
agents are designed to perceive and act in a three‐dimensional (3D) virtual world, engage 
in face‐to‐face spoken dialogues with real users (and other VHs); and in some cases, they 
are capable of exhibiting human‐like emotional reactions. Previous classic work on VHs in 
the computer graphics community focused on perception and action in 3D worlds, but 
largely ignored dialogue and emotions. This has now changed. Artificially intelligent VH 
agents can now be created that control computer generated bodies and can interact with 
users through speech and gesture in virtual environments [19]. Advanced VHs can engage 
in rich conversations [20], recognize nonverbal cues [21, 22], reason about social and emo-
tional factors [23], and synthesize human communication and nonverbal expressions [24]. 
Such fully embodied conversational characters have been around since the early 1990s 
[25], and there has been much work on full systems to be used for training [26–29], intel-
ligent kiosks [30], and virtual receptionists [31]. Both in appearance and behavior, VHs 
have now passed through “infancy” and are ready for service in a variety of clinical and 
research applications.

USC EFFORTS TO CREATE VIRTUAL STANDARDIZED PATIENTS

Early Work in Psychiatry

The USC Institute for Creative Technologies began work in this area in 2007 with 
an  initial project that involved the creation of a virtual patient, named “Justin” (see 
Figure 18.1). Justin portrayed a 16‐year‐old male with a conduct disorder who was being 

FIGURE 18.1 “Justin.”
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forced to  participate in therapy by his family. The system was designed for novice 
 clinicians to  practice asking interview questions, to attempt to create a positive therapeutic 
alliance and to gather clinical information from this very challenging VSP. Justin was 
designed as a first step in our research. At the time, the project was unfunded and thus 
required our lab to take the economically inspired route of recycling a virtual character 
from a military negotiation‐training scenario to play the part of Justin. The research 
group agreed that this sort of patient was one that could be convincingly created within 
the limits of the technology (and funding) available to us at the time. For example, such 
resistant patients typically respond slowly to therapist questions and often use a limited 
and highly stereotyped vocabulary. This allowed us to create a believable VSP within 
limited resources for dialog development. As well, novice clinicians have been typically 
observed to have a difficult time learning the value of “waiting out” periods of silence 
and nonparticipation with these patients. The system used voice recognition technology 
to translate speech to text, upon which the system would match questions to a limited 
bank of VSP responses. We initially collected user interaction and dialog data from a 
small sample of psychiatric residents and psychology graduate students as part of our 
iterative design process to evolve this application area. The project produced a successful 
proof‐of‐concept demonstrator and generated interest in the local medical community at 
Keck School of Medicine at USC that subsequently led to the acquisition of funding that 
supported the development of our next VSP.

Following the Justin proof of concept, our second VSP project involved the creation of 
a teenage female sexual assault victim, “Justina” to more formally assess student views 
toward interacting with a VSP in a training context (see Figure 18.2). We also aimed to 
explore the potential for creating a clinical interview trainer that could evaluate students in 
terms of their ability to ask questions relevant for assessing whether Justina met the criteria 
for the DSM‐4r diagnosis of PTSD based on symptoms reported during the clinical inter-
view. The interaction were also informally reviewed to get a sense as to whether students 

FIGURE 18.2 “Justina.”
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would interact with the VSP in a “sensitive” fashion as one would expect with a real‐life 
clinical interaction with someone who had experienced significant personal trauma.

For the PTSD content domain, 459 questions were created that mapped roughly 4 to 1 
to a set of 116 responses. The aim was to build an initial language domain corpus generated 
from subject matter experts and then capture novel questions from a pilot group of users 
(psychiatry residents) during interviews with Justina. The novel questions that were gener-
ated could then be fed into the system in order to iteratively build the language corpus. We 
also focused on how well subjects asked questions that covered the six major symptom 
clusters that can characterize PTSD following a traumatic event. While this approach did 
not give the Justina character a lot of depth, it did provide more breadth for PTSD‐related 
responses, which for initial testing seemed prudent for generating a wide variety of ques-
tions for the next Justina iteration.

In the initial test, 15 Psychiatry residents (6 females, 9 males; mean age = 29.80, SD 
3.67) participated in the study and were asked to perform a 15‐min interaction with the 
VSP to take an initial history and determine a preliminary diagnosis based on this brief 
interaction with the character. The participants were instructed to speak normally, as they 
would to a live standardized patient, but they were informed that the system was a research 
prototype that uses an experimental speech recognition system that would sometimes not 
understand them. They were instructed that they were free to ask any kind of question 
relative to a clinical interview and the system would try to respond appropriately, but if it 
didn’t they could ask the same question in a different way.

From postquestionnaire ratings on a 7‐point Likert scale, the average subject rating for 
believability of the system was 4.5. Subjects reported their ability to understand the patient 
at an average of 5.1, but rated the system at 5.3 as frustrating to talk to due to speech rec-
ognition problems, out‐of‐domain answers, or inappropriate responses. However, most of 
the participants left favorable comments that they thought this technology will be useful in 
the future, and that they enjoyed the experience of trying different ways to talk to the 
character in order to elicit a relevant response to a complex question. When the patient 
responded back appropriately to a question, test subjects informally reported that the 
 experience was very satisfying. Analysis of concordance between user questions and 
VSP‐response pairs indicated moderate effects sizes for Trauma inquiries (r = 0.45), 
re‐ experiencing symptoms (r = 0.55), avoidance (r = 0.35), and in the non‐PTSD general 
communication category (r = 0.56), but only small effects were found for arousal/hypervig-
ilance (r = 0.13) and life impact (r = 0.13). These relationships between questions asked by 
a novice clinician and concordant replies from the VSP suggest that a fluid interaction was 
sometimes present in terms of rapport, discussion of the traumatic event, the experience of 
intrusive recollections, and discussion related to the issue of avoidance. Low concordance 
rates on the arousal and life impact criteria indicated that a larger domain of possible ques-
tions and answers for these areas was not adequately modeled in this pilot effort.

Social Work Standardized Virtual Patients

The next USC VSP project involved collaboration with the USC School of Social Work, 
Center for Innovation in Research (CIR). This MSW program is novel for its focus on 
 preparing social workers for careers working with military Service Members, Veterans, 
and  their families. This project resulted in the creation of a VSP named “Sgt. Castillo” 
(see Figure 18.3a and b) designed to help social work trainees gain practical training expe-
riences with VSPs that portray behavior more relevant to military culture and common 
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clinical conditions that Service Members and Veterans experience. This work also  supported 
our first effort to create a limited authoring system that would allow for the creation of new 
VSP dialog that would support the flexible modification of the training goals. The vision 
was to build an interface that allowed clinical educators to create a virtual patient with the 
same ease as creating a PowerPoint presentation. If such authoring could be done by 
clinical educators, it would be possible for subject matter experts (social work educators in 
this case) to create VSPs that could represent a wide range of clinical conditions with the 
ability to manipulate the intensity and complexity of the clinical presentation and subsequent 
training challenge. Unfortunately, the resulting authoring system was somewhat difficult to 
learn without a deeper understanding of dialog management. Consequently, the authoring 
system was poorly adopted by our collaborators in social work, and only a few VSP instan-
tiations were created. A sample video of a social work trainee interviewing one of these 
military VSPs can be found at http://www.youtube.com/watch?v=PPbcl8Z‐8Ec.

(a)

(b)

FIGURE 18.3 (a) Sgt. Castillo military virtual standardized patient and (b) in use with trainee 
using wall projection.

http://www.youtube.com/watch?v=PPbcl8Z-8Ec
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In view of these difficulties with authoring, the ICT/CIR project changed direction in order 
to meet the immediate need to provide clinical training to social work students currently 
enrolled in the CIR program. Instead of focusing on authoring and modification of the charac-
teristics of the VSP, the emphasis shifted to training a specific psychotherapeutic approach that 
could involve concurrent individual and group/classroom practice. This resulted in the 
development of the motivational interviewing learning environment and simulation (MILES) 
to provide future social workers with the opportunity to practice motivational interviewing 
(MI) skills in a mixed‐reality setting with a VSP. MILES was designed as an instructor‐ 
facilitated experience that enables an individual student to practice an MI‐oriented interaction 
with a military veteran VSP while a classroom of students observes real‐time video of the 
 student/client interaction. The individual student trainee “speaks” to the VH through a micro-
phone, selecting what he or she says from a multiple‐choice list of carefully constructed 
 statements. The MILES VSP (see Figure 18.4) has the ability to understand the spoken dialog 
and respond to the student in a lifelike, natural manner with realistic voice, body language, 
gestures, and facial expressions. As the single student progresses through the scenario, a 
branching dialog system can lead to various successful and unsuccessful outcomes depending 
on the response options selected by the individual trainee. At the same time, the rest of the 
class follows along viewing the real time video and selects their choice of the dialog options at 
each interaction juncture via individual response “clickers.” An instructor control station cap-
tures performance data, including the answers selected by the lone student and their fellow 
classmates, to support of instructor awareness of the class’s knowledge status to facilitate 
feedback in the form of an after action review (AAR) following an interaction. This system is 
currently in classroom use and learning evaluations are ongoing. A sample video of the MILES 
project can be found at http://www.youtube.com/watch?v=Sg8x1rttBho&feature=youtu.be.

Standardized Virtual Patients for Medical Training

After a number of prototypes and experiments conducted by the authors and elsewhere, it 
had become clear that a plateau had been reached in VSP applications and technology 
that  left progress short of the threshold required for broader adoption of interactive 

FIGURE 18.4 MILES virtual patient.

http://www.youtube.com/watch?v=Sg8x1rttBho&feature=youtu.be
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 conversational characters for training. The primary factors limiting further improvement 
in experimental VSP systems were many, with the primary cause being the considerable 
effort required to create a single VSP encounter. Generally, it required a team of experts 
about 6 months to create a VSP, including up to 200 h of expert language training [32]. 
Additional factors included the low performance of natural language understanding 
(NLU) systems needed to understand the learner’s questions and the effort involved in 
animating, creating voices, lip syncing, and scheduling motion of a VH avatar. The Justina 
prototype had a maximum NLU accuracy of 60% [33], with other systems achieving over 
75%. That level of performance resulted in frustrating encounters, whereas NLU accuracy 
nearing 90% is more likely to result in a more positively received interaction that flows 
well as a clinical interview.

One strategy around the NLU accuracy problem is to avoid NLU altogether. VH conver-
sations are possible that include an avatar that responds to pre‐selected choices; such an 
interview is called a “structured encounter.” There are many kinds of structured encounters. 
They may be linear, branching, unlocking style, and state‐machine/logic‐based. Structured 
encounters can be employed for patient interviews, surrogate interviews, counseling 
sessions, difficult conversations, persuasive conversations, and many other purposes 
(Figs. 18.5 and 18.6). Learner choices are definite and appropriate responses are guaran-
teed. Assessments are based on accurate data and have no potential for assessment bias.

The use of structured VHs for training is established; it has been successfully integrated 
into routine training with the previously mentioned MILES being an example. Another 
MILES variant, ELITE Lite has been accredited by the US Army for training. According to 
the accreditation document [34], ELITE Lite survey feedback reported 88.7% of  respondents 
indicated practice exercises provide a sufficient representation of an informal interaction 
between a counselor and counselee. Subjects (87%) indicated the training experience was 

FIGURE  18.5 USC standard patient “select‐a‐chat” structured virtual human encounter 
authoring tool.
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engaging and effective, while 77% indicated they have a better understanding of the 
counseling process after using ELITE Lite. Most users indicated they would rather use 
ELITE Lite vs. lecture and PowerPoint instructional method (85%).

Another compelling structured encounter prototype is Virtual Child Witness (VCW). 
(See Figure 18.7.) VCW is a structured VH encounter intended to assess forensic inter-
viewing skills. This effort focused on questioning strategy and compared “experts,” a group 
of professionals who completed a forensic interviewing course with novices. The study, 
designed to see if the VH encounters could be an effective assessment tool, showed signif-
icantly higher performance in the expert group compared with novices. Analysis of the 
study data also revealed a strong training effect with subjects who unexpectedly played the 
structured encounter multiple times [35]. Of interest, VCW was created with very small 
budget on the SimCoach VH platform. SimCoach shortened the development time because 
it handled all the tasks required to create animated VHs and provided an online delivery 
mechanism [9].

Although structured encounters are a useful tool for many training applications, there is 
still a desire to simulate the medical interview with a VSP. The expense and limited access 
to HSPs coupled with the potential for objective assessments and repeatable, low‐cost 
encounters make a compelling case for the success of VSPs. Fortunately, recent technology 
advancements have succeeded in breaking the VSP plateau to the point where the major 
problems inhibiting VSP creation and adoption are being addressed.

The USC Standard Patient (USP) project is a freeware open‐source VSP community 
(www.standardpatient.org) that has applied considerable resources to improving natural 
language random access (NLRA) VSPs—the kind that mimic typical conversations with 
human patients (Fig. 18.8). The improvements [36] include creation of an automated online 

FIGURE 18.6 A structured virtual human encounter depicting a vaccine‐resistant parent (USC 
standard patient).

http://www.standardpatient.org


FIGURE 18.7 Virtual Child Witness—a structured encounter.

FIGURE 18.8 NLRA‐style VSPs permit learners to ask questions in a natural manner through 
speech or typed input (USC standard patient).
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VH tool, an improved medical NLU system, a universal VSP taxonomy, and a new approach 
to assessing human–computer conversations.

An automated online VH tool, SimCoach, was created first. SimCoach enables the rapid 
creation of cloud‐based online VHs. SimCoach VSPs work on current‐generation web 
browsers and greatly simplify the development burden for VH creation. SimCoach auto-
mates speech actions, animation sequencing, lip synching, nonverbal behavior, NLU 
integration, and AI processing and interaction management. With assets in place, new VHs 
can be created by providing text content. SimCoach was initially employed for training for 
VCW and is now the VH technology platform for USP.

The next impediment to be addressed is the fact that most prior NLRA VSPs were 
authored by creating a language focus around a specific medical problem or diagnosis. 
Questions would be compiled and answers associated to create a case that receives training 
data. This labor‐intensive process needed for every patient case. Additionally, off‐topic 
questions were poorly handled and caused such VSPs to appear inflexible. The USP project 
adopted a unified medical taxonomy (UMT) instead. UMT provides a common patient 
description regardless of actual patient condition. This makes new patient cases much more 
easily authorable and provides a fixed NLU training domain. Every Standard Patient VSP 
is represented by the complete unified taxonomy. Baseline and nonauthored case elements 
are filled in by the UMT system based on age/sex appropriate default responses.

NLU, one main impediment to fluent learner–patient interactions, was addressed 
through the creation of a new medical NLU system called “LEXI Mark 1.” LEXI is a vastly 
improved NLU system specifically developed for medical interactions. The system is 
closely tied to the UMT and includes lexical assessment, probabilistic modeling, and 
content matching approaches. Lexi is capable of improving performance through human‐
assisted and machine learning. The implication of an approach that trains the NLU for the 
UMT rather than a specific case is that NLU training affects improvements in all cases on 
the system. Lexi has demonstrated better than 90% NLU accuracy in early testing with a 
well‐trained taxonomy. Further evaluation will be necessary to assess actual performance 
under training conditions.

A new approach to conversational assessment, INFERENCE‐RTS, was then developed. 
INFERENCE is an advanced game‐based assessment engine that is capable of analyzing 
human conversations in real‐time and associating learner speech acts with effects on the 
UMT. With this system, case authors annotate patient utterances in the case‐authoring tool 
with assessment tags. Such tags are employed to indicate information that is of critical 
importance or moderate importance to the diagnosis. Tags exist for every UMT taxonomy 
item. The feedback intervention system encapsulates diagnostic performance and provides 
learners with concrete improvement tasks, a mind‐map case taxonomy visualization 
(Fig. 18.9), and a learning‐curve tool. INFERENCE was designed for deliberate practice at 
the proximal level of learner development. Future research will establish if such a system 
is practical and efficacious.

The combined effect of all these recent improvements results in a practical system that 
maintains ease of use, allows content creation in a timely manner, and provides practical 
assessment feedback to learners and educators. Researchers have yet to conduct the 
necessary validations to determine the educational impact of VSP systems that employ com-
binations of these recent advancements. In the near future, this information will be available 
and will determine the next course of action to advance VSPs for medical and psychological 
education purposes. If these combined technologies prove efficacious, it will be of great 
interest to see how this influences the milieu of medical and professional training.
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Most VSPs attempted to date have been on traditional computers. With the increased 
prevalence of mobile devices, it is logical to consider the migration of VSP technology to 
phones and tablets. Regardless, there are significant usability barriers to adoption of VSPs 
on mobile platforms. The limitations are more human factors‐based rather than caused by 
technical limitations. For example, how will a person interact with a conversational VSP? 
Will people talk to their phones? Will people type on tablet screens? Computers have 
 excellent keyboards and when speech recognition is performed, this is usually with the 
benefit of a headset microphone to isolate speech. Phone and tablet microphones capture 
surrounding sound, and this may result in too many speech recognition errors. It may also 
present a more awkward interaction. Structured encounter‐style VSPs do not suffer from 
these limitations and are much more readily adaptable to mobile device adoption.

Another promising idea is to imbue a manikin or task trainer with VSP capabilities. 
Such a capability could greatly improve the interactive potential of plastic‐based physical 
training systems. The main technical limitation is similar to the mobile device problem: 
voice recognition. Future distant recognition (DSR) systems will require a high level of 
individual speaker discrimination and will likely adopt microphone array‐based acoustic 
beamforming technology [37]. Unfortunately, DSR technology is not yet at a sufficient 
level of maturity for effective use with VSPs.

CONCLUSION

Virtual reality standardized patients have come a long way from faux‐interactions on time‐
sharing mainframes starting half a century ago. Work over the past 15 years, in particular, 
has produced a wealth of knowledge and practical lessons in both the advancement of VSP 
technology as well as experience with VSPs in clinical training applications. Despite these 
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advancements, VSPs have yet to see mainstream adoption in clinical training for a number 
of reasons. Recent work appears to have advanced sufficiently to ameliorate or overcome 
the most significant barriers. Thus, the age where VSPs may play a major role in training 
may finally be upon us. Future success may no longer be rate‐limited by the pace of tech-
nology, but by the creativity and innovation of educators who will create compelling VSP 
experiences and curricula.
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INTRODUCTION

Not so many years past, the study of anatomy and physiology (A&P) entailed spending 
long hours in the library “stacks” reading and memorizing details from Guyton’s textbook 
and the beautiful Netter anatomical illustrations. Those drawings were our roadmap, 
helping to steer our way through the body’s curves, connections, contractions, and joints. 
A strong foundation in A&P was, and is, essential to formulate sound clinical assessment 
skills. But the road to building these skills in the digital age is quite different.

Today’s medical and healthcare students are able to select learning tools that visualize 
aspects of the anatomy and physiology with far greater fidelity than we would have thought 
possible. The student can choose from an array of learning tools with methods that appeal 
to their individual learning style, as well as aspects of their active and mobile life style. 
Training methods range from being passive to highly interactive, even immersive. Some 
reinforce eye/hand coordination using task trainers, or systems with embedded haptics. But 
for all these educational advantages, the medical student of the digital age still faces 
significant educational and professional hurdles, like the time and cost of their education/
training, as well as the steady influx of new knowledge and technologies creating  challenges 
for the medical instructor and students to remain current. These issues coincide with 
notable problems in a healthcare delivery system that is struggling to meet unmet societal 
healthcare needs. Impacting the education of physicians and other healthcare professionals, 
the students are educated and enter the American healthcare process amid concerns 
regarding the organization, management, and delivery of healthcare that falls short of 
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delivering quality health care reliably, consistently, and affordably according to the 
“Roundtable” collaboration between the Institute of Medicine (IOM) and the Nation 
Academy of Engineering (NAE). They contend that as the scope and complexity of health‑
care demands increase, so will the challenges to efficiency. What is needed is the 
development of information about the systems’ relative effectiveness of interventions [1].

Their goal for the healthcare system is simply to “deliver the best care every time, and 
to learn and improve with each care experience” [2]. Consequently, medical and the health‑
care professional students will train and ultimately enter a metric‐driven system that will 
actively measure, among other things, patient outcomes. These outcomes will be evaluated 
as part of an extensively utilized process improvement program that impacts all aspects of 
the care delivery system while generating knowledge as a “natural by‐product of patient 
care delivery” along with the digital records of the data created from that care [3].

As the healthcare system undergoes extensive system‐wide overhaul, recommendations 
specific to medical education and residency training were made by the Carnegie Foundation 
in 2010, as part of a series of studies of professional education. This report stated that like 
Flexner, “…medicine has served as the ‘model profession,’ and most other professions and 
forms of professional education have been interpreted through the lens of medicine” [4]. 
But, substantial system‐wide changes are being called for in the areas of “curricular 
integration, as well as the essential tension between standardization of curriculum and indi‑
vidualization of instructional opportunities, and the critically central role of professional 
and personal identity in learning to become a physician” [5]. Internally, medical education 
is reexamining how to best prepare the next generation of physicians, in a manner reflecting 
a legacy of quality academic and professional preparation, but in less time and in a more 
cost‐effective manner for both the school and the student.

Emerging fields of science, such as systems biology, biomedical engineering, medical 
informatics, and integrative computational biomedicine using complex modeling and sim‑
ulation techniques are making significant inroads in medical science. A project like the 
Virtual Physiological Human (VPH) is collecting massive amounts of anatomical, 
physiological, and pathological human data internationally across disparate data networks 
to create an open, transparent, resource for education, research and the development of 
interventional procedures and therapies. The long‐range goal for these programs and others 
like them is to have sufficient data to create the whole patient digitally from DNA to being 
fully represented as a human or the Digital Patient (DP). This patient is the “every” patient, 
young, old, female, or male, representing data from all races and ethnic groups, both 
healthy and those with significant pathology. Discoveries will no doubt offer incredible 
opportunities and solutions changing in many ways how and what can be provided for 
instructional support, and how research is conducted. It is highly likely there will be a rapid 
increase in research and development. Clinical practice, based on patient specific knowledge 
from the DP’s data, will create a twenty‐first‐century view of medical practice that may 
routinely reflect collaboration with an expanded team that includes biomedical engineers, 
modeling and simulation professionals, and computer scientists. Consequently, physicians‐
in‐training must be prepared to either be an active member of a team working with a com‑
putationally derived biomedical data set modeling human anatomy, physiology, and 
pathology, or be conversant enough with this type of data to use and benefit from such a 
system, or both. Curriculum and pedagogies, while currently all under self‐study and trans‑
formation, will need to integrate the necessary capabilities for a VPH‐type medical practice 
in medical school, and to further develop these skill sets in residency. This chapter looks at 
today’s medical education and recommendations for curricular support of computational 
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medicine and its translation to practice. The following sections will introduce the  emergence 
of computationally based medical support in the United States. Then, the chapter will focus 
on the grandest of the digital medicine plans from Europe that is generating great interest 
and speculation. And finally, a presentation of education and training recommendations 
from panels of subject matter experts are presented and discussed relative to the transfor‑
mative changes anticipated in the education of America’s physicians.

OVERVIEW DIGITAL MEDICINE PROJECTS

Visionary leaders in systems biology, medicine, modeling and simulation, medical infor‑
matics, computer science, and engineering recognized the merits of bringing systems sci‑
ence and computational integration to the process of analyzing larges sets of aggregate 
human anatomical, physiological, and medical data. We are a society using and generating 
massive amounts of data. With the emergence of supercomputers, and the digitalization of 
almost every aspect of the world around us, and within us, we are now able to gather ana‑
tomical and physiologic measures in real time or near real time that provide great insight into 
the innermost functions of the human body, providing a valuable educational and clinical 
support. Through the use of predictive models, it will be possible to control/eradicate the 
effects of injury and illness through drug and interventional care protocols customized to the 
needs of an individual patient or tailored to a whole population. Programs like the DP will 
only increase the opportunities for population‐based and health/disease‐based models to add 
to the data that will ultimately support customization of treatments and therapies.

In 2014, researchers at a Conference on Knowledge Discovery and Data Mining in New 
York City noted that society is better at generating new information than analyzing what it 
already has. The researchers felt that this leads to inefficiencies in translating research into 
progress for humanity. They emphasized that we must accelerate our rates of real discovery 
and gave an example of one solution. This solution was an autonomous supercomputer 
system that was programmed to conduct a specific scientific literature review, analysis, and 
synthesis. This computer system, designed through a collaboration with IBM and Baylor 
College of Medicine, is making discoveries by identifying gaps in the literature, and it suggests 
areas for further inquiry or validation at rates beyond that of any human [6]. The automated 
knowledge discovery and data management system is just one example of the digital era’s 
use of the growing data supply. The following information will present the development of 
early projects that evolved from the use of digital human data.

Visible Human Project®

Prior to the availability of present‐day supercomputers, significant advancements were still 
being made. In 1986, the National Library of Medicine envisioned creating a collection of 
complete, anatomically detailed three‐dimensional (3D) images of a normal male and 
female human body. The images and data came from a variety of sources such as cadaveric 
CT and MRI scans. These scans were able to generate a rich dataset from the digitized 
images producing organ and tissue images and measures of great detail. The ultimate goal 
of this collection called the Visible Human Project® (VHP) was “…to produce a system of 
knowledge structures that will transparently link visual knowledge forms to symbolic 
knowledge formats such as the names of body parts” [7]. These materials form an anatomy 
instructional and practice guide of great value to the learner and practitioner alike. As this 
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project has grown, it continues to incorporate data from PET scans to microscopy and 
includes 3D model rendering tools. The accompanying data set continues today to be 
widely used by students and researches alike. From this project, research methods and 
 hypothesis have emerged that would not have been possible without this rich resource.

Using digitalized data from the Visible Human Project, researchers were able to identify 
83 acupuncture points along ascribed meridians, skin surface points, and blood vessels 
within a three dimensional plane. Point location was achieved through the use of comput‑
erized tomography data [8]. This research project exemplifies how access to the VHP data 
helped begin opening a door within Western medicine and into the medical practices of 
another culture. In this case, Chinese traditional medicine and acupuncture points were 
being mapped against other anatomical structures by location. Acupuncture, we are 
reminded, has a history of efficacious anecdotal reports spanning a history of 5000 years.

The data from VHP or other integrated computational biomedical datasets provide great 
opportunity and diversity for use, such as the development of a virtual endoscopy. The digital 
data enables the physician to conduct an invasive body examination using a noninvasive 
virtual method. Virtual endoscopy (or computed endoscopy) is a method of diagnosis using 
computer processing of 3D image datasets (i.e., CT or MRI scans) to provide simulated visu‑
alizations of patient‐specific organs similar or equivalent to those produced by standard endo‑
scopic procedures. Conventional CT and MRI scans produce cross‐sectional “slices” of the 
body that are viewed sequentially by the radiologists who must imagine or extrapolate from 
these views what the actual 3D anatomy should be. Using sophisticated algorithms and high‐
performance computing, these cross sections may be rendered as direct 3D representations of 
human anatomy. Specific anatomic data appropriate for realistic endoscopic simulations can 
be obtained from 3D MRI digital imaging examination or 3D‐acquired spiral CT data [9].

This is a remarkable breakthrough because…thousands of endoscopic procedures are 
 performed each year. They are invasive and sometimes have serious side effects such as 
 perforation, infection and hemorrhage. Virtual endoscopic visualization avoids the risks asso‑
ciated with real endoscopy, and when used prior to performing an actual endoscopic exam can 
minimize procedural difficulties and decrease the rate of morbidity, especially for endoscopists 
in training. Additionally, there are many body regions not accessible to or compatible with real 
endoscopy that can be explored with virtual endoscopy. Eventually, when refined, virtual 
endoscopy may replace many forms of real endoscopy. Although there has been speculation 
about virtual endoscopic capabilities since the early 1970’s, as dramatized in the science 
 fiction movie Fantastic Voyage, the recent availability of the Visible Human Datasets (VHD) 
from the National Library of Medicine coupled with the development of computer algorithms 
to accurately and rapidly render high resolution images in 3‐D and perform fly‐through exami‑
nations instead of inserting long instruments (endoscopes of any kind) into a patient, has 
 provided modern realization of these capabilities. The VHD provides a rich opportunity to 
help advance this important new methodology from theory to practice [10].

And techniques such as this could have the benefit of greatly reducing patient discomfort, 
fear, and noncompliance with screening plans.

Virtual Soldier Project

In the 1990s, DARPA collaborated with Army medical research and a number of univer‑
sities, with Stanford as the lead. This collaboration created the Virtual Soldier, a training 
program that used complex models and simulation, even holographic images to create high 
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fidelity physiologic representations of unique battlefield‐type wounds and the cardiac 
system. Using real‐world‐based specific patient scenarios and wounding patterns, this 
program was able to generate predictive outcomes based on patient condition, wounds, and 
the learner’s selected interventional choices. Much of this demonstration project was com‑
putationally derived, giving the learner feedback related to the success of management of 
the virtual patient’s trauma. This program would be considered unique and innovative to 
this day [11, 12].

The Virtual Physiological Human Project and the Digital Patient

We reviewed examples of how the use of digital human data and sophisticated computing 
capability coupled with complex modeling, simulation, and visualization can enable the 
modeling of biomedical and anatomical data with high degrees of complexity and holistic 
data representation. Various levels of simulation capability allow for improved outputs and 
analysis of discrete and continuous events, and the state‐of‐the‐art visualization allows for 
graphics that can represent details [13]. With more robust computational methods and tech‑
nologies available, medicine, biomedical engineering, and allied health disciplines are 
 seeing greater opportunities for the use of computational biomedical science.

In 2001, the International Union of Physiological Societies established objectives “to 
develop and share separate but integrated computational models of the organs and systems 
that make up the human body and their structure and function in health and disease, … 
eventually integrating them into a ‘virtual human’” [14]. Coveney et al. further noted that 
all projects funded through this initiative would generate computational human organ and 
systems models representing healthy and disease states, and decision assist tools for the 
clinicians to project the best course of action for the DP [15].

Europe’s way of aggressively progressing along this highly focused research plan was 
to base the work on the physiome concept. The physiome concept is “…a comprehensive 
framework for modeling the human body using computational methods which can incorpo‑
rate the biochemistry, biophysics and anatomy of cells, tissues and organs” [14]. It was 
thought that the current way of conducting research was highly compartmentalized, lacked 
transparency, and was inefficient. Consequently, the VPH project came into existence. This 
new project incorporated an all‐embracing philosophy that includes many disciplines, 
nations, and approaches. Here is a description of the initial vision and function of the 
teams’ work toward a final collaboration:

Teams integrated their work based on the focused problem at hand, but the means to solving 
the problems were unconstrained as to scientific disciplines involved, anatomical subsystem 
studied, temporal or dimensional scales used. They expected the framework to be radical, thus 
deserving of the nature of the work at hand. They would make observations in laboratories, 
hospitals, clinics, across nations, collect, catalog, organize, and share observations and  findings 
so that the clinical and non‐clinical experts could collaboratively interpret, model, validate, 
and understand the data. Using this framework, the goal of the VPH, will be to create work that 
is descriptive; that the scientists and clinicians enable integrative analysis and develop  systemic 
hypothesis that incorporate the knowledge of multiple scientific disciplines; and that the 
framework should be predictive and facilitate the interconnection of predictive models defined 
at different scales, with different methods and with different levels of detail, producing 
 systemic networks that breathe the life into systemic hypotheses; simultaneously, the frame‑
work should enable their validity to be verified by comparison with other clinical or laboratory 
observations [16].
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This highly ambitious work, as described by Hunter et al., describes the key stages of 
the VPH model development as follows:

•   Descriptive stage: This stage includes using refereed journal publications to describe 
experimental data and to develop the quantitative aspects of the models. Researchers 
from labs all over the world are willing to help identify key papers for this literature 
search. Then the papers are placed in a web‐accessible database with review  comments 
from experts in the field. Since the ultimate goal of the project is health related, it is 
important that documentation is such to make it accessible to clinicians and biologists 
without “particular mathematical expertise.”

•   Formulation stage: Biologic data is transformed into mathematical models contain‑
ing the variables and parameters of interest.

•   Implementation stage: Mathematical analysis is conducted to solve systems of 
equations via computer simulation. A second analysis of the original analysis is often 
conducted to further reduce the model. This is the stage that forms links between 
models at different levels, for example, between the cell to the tissue level, to the 
organ level.

•   Model validation: When validating the model, it is important to use independent data 
that has not been used in the original model formulation.

•   Biomedical interpretation: This is the end process of using the model to gain insight 
into the biology and pathology, which is the goal of project. This is hypothesis‐driven 
research [14].

It is also Hunter’s contention that in time, there will be a union or link of the genomic and 
proteomic data revolution, with the revolution in medical imaging and the physiome data 
for an individual. It will take the merging of these revolutions to generate the vast data 
needed to enable the treatment or diagnosis of diseases. Then the data will span all spatial 
and temporal scales [17]. When this is all achieved medical practice, healthcare management 
and clinical research will indeed be radically different and changed forever.

Characteristics of the VPH Program

For any healthcare system to be deemed successful, and the VPH is such a program, four 
major characteristics should be evident. The system should be personalized, reflecting the 
unique needs of a single person or a unique group, especially related to prognosis, diag‑
nosis, and treatment. The data would support predictive capabilities to enable the physician 
to be more proactive, timely, and specific and the system must be integrative for it to 
function, from the infrastructure to the data acquisition to aggregation or sequestration. 
And, finally, the system needs to be affordable. As escalating costs are anticipated with the 
increasing numbers of aging in the population as a normal consequence, this situation is 
likely to be accentuated by presumed extended life expectancy [18].

The VPH program is all about the generation of “actionable” knowledge and the deliv‑
erables to support this knowledge. The program is strongly focused on translating research 
models that are being developed into real, usable clinical applications. For example, a 
decision assist tool must be specific to the person or situation to have value, predictive to 
enable the support needed and expected, integrated with current data or near‐real‐time date 
to generate the best possible solution, and affordable to provide a cost benefit. But, what 
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will make one clinical application stand apart from another usually comes down to the 
interface with the actual people who will use the device. The clinicians must be brought in 
from the beginning to the end of the design for features such as utility, ease of use,  durability, 
and cleaning requirements to be incorporated into the design. This input is invaluable. 
Coveney et al. also recognized the importance of having ongoing clinical input on the VPH 
program team. In fact “… all VPH projects are expected to include clinicians and to aim to 
produce tools and simulations that are (or, at least, that have potential to be) of practical use 
in the clinic. … Simply stated human biology is a science of complexity. If a computational 
tool is to be accepted within the clinical community as, for example, an aid to rapid  diagnosis 
or clinical decision making, it must be user‐friendly, based on models reflecting community 
standards of practice and it must be validated to accepted standards of  accuracy” [18].

In 2012, Hunter et al. set forth a vision and strategy that relates to the use of the mod‑
eling and simulation in VPH creating significant opportunities, the most compelling being 
the application of this data to tailor models with the unique characteristics and variables of 
an individual. It is possible to create a diagnosis, or therapeutic intervention, medical or 
surgical, that uniquely addresses the state of one individual. Likewise, this capability can 
also be used to “batch” the need characteristics and variables for target groups or popula‑
tions. However, with the clinical focus being individualized, the physician can anticipate 
far more personalization of diagnosis, prognosis, treatment plans, and patient monitoring. 
One may also anticipate improved patient support or compliance as they are intimately 
involved in the treatment plan. Individualized treatments and interventions can take the 
form of a device tailor‐made for the patient, or a drug that elicits a unique or targeted 
response. Screening and some interventions may be deemed necessary based on calculated 
or projected patient risk, not just generalized protocols. The DP is “…a vision of a coherent 
digital representation of each patient that is used to provide an integrative framework for 
personalized, predictive, and integrative medicine” [18].

PERSONALIZED PATIENT CARE CLINICAL USE

How do the findings, results, or deliverables stemming from the analysis of the DP data 
translate to clinical practice? Using a modification of the wholistic and dynamically 
 organized Neuman’s Systems Model as a guiding conceptual framework, individualized 
DP recommendations and deliverables can be associated with an anticipated level of 
 interventional care to estimate likely real‐world use. This model has been used internation‑
ally to guide both clinical practice and clinical education across a number of disciplines 
and is predominantly a wellness‐oriented view of the continuum of health to illness. Briefly, 
the patient (pt.) or client is the center of the focus of care. The pt./client can be a unique 
individual or a group of people sharing some common element. At the core of the model is 
the basic person structure and resources comprised of inherent characteristics impacting 
health and wellness (i.e., one’s genetic make‐up, body strength, structure, and systems 
functionality). The basic structure has inherent strength and weaknesses and maintains a 
balance of wellness against stressors that may be from within, external, or environmental. 
Within the wholistic Neuman System’s Model, the organization of the system considers the 
reaction of the client to stressors as a system taking into consideration the simultaneous 
effects of the interacting variables: physiological, psychological, socio‐cultural, 
 developmental, and spiritual. The concepts of De Chardin and Cornu have influenced 
Neuman’s Model according to Neuman and Fawcett. They suggest that in any dynamically 
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organized systems, the properties of a part are determined to an extent by the whole that 
contains it. … “This means that no part can be considered in isolation; each must be viewed 
as part of the whole. The single part influences our perception of the whole, and the  patterns 
or features of the whole influence our awareness of each system part” [19].

The DP, as a unique individual, will promote the individual patient to routinely 
 experience primary prevention as a healthcare intervention. The plan of care for primary 
prevention is to prevent illness, and injury for the patient and those around them. For 
example, the individual patient’s immune system may be engineered to fend off many or 
most contagious diseases or a particular type of cancer. For another example, the patient 
may be identified at high risk for colon cancer and will have a plan of virtual colonoscopies 
created for him/her with their physician. What about using an individual’s model of the 
likelihood of manifesting a genetic disorder? The unique information, specific and used in 
a timely fashion, could become a decision‐assist tool for the patient and physician together, 
enabling genetic counseling to be far more specific regarding the likelihood of  manifestation, 
if one was contemplating having a child. This informs and empowers the patient. The 
 physician is able to provide a more detailed and informative guide to his or her patients, 
enabling them to better decide their choices of care.

For the DP as individual, the secondary prevention as a healthcare intervention would 
create or recommend ways to mitigate or largely eliminate acute care requirements such as 
avoiding preventable illness and injuries, and minimize or correct/cure injury/illness or 
disease. The plan of care for secondary prevention is about managing actual conditions and 
symptoms while optimizing repair and function. The DP as individual may have created a 
medication to kill a virus or bacteria, attack a tumor, or design the approach for a complex 
surgical procedure and be able to rehearse the operative team. The DP as individual 
 experiences tertiary prevention as a healthcare intervention by promoting the patient’s 
re‐adaptation, or re‐education to prevent future occurrences of illness or injury, in addition 
to regaining or maintaining their health stability. The plan of care is initially focused on the 
reduction of pain, if appropriate, along with increased functionality including the activities 
of daily living, for both physical and cognitive needs, while promoting, teaching, and 
 engineering for safety and function. The DP as individual may be able to benefit from the 
use of macro‐ or microprosthetics, such as customized major joint replacements to enable 
ambulation and steady gait, or increase the fine motor dexterity in one’s hands. By reducing 
chronic discomfort while enabling greater independence for extended periods of time, the 
patient will reap an improved quality of life, and over all, this growing population of oldest 
old will likely demonstrate a reduction in the social and financial burdens of dependency. 
The use of the Neuman System’s Model in this context of unique individual person, placed 
the proposed future capabilities of an evolving, complex, research‐based system into a 
framework that helped generate a plausible view of what personalized clinical practice can 
be like from primary care to tertiary care levels. Correspondingly, the DP as a unique group 
or population could also have been demonstrated across the care levels reflecting the unique 
needs of the group through the specialized care they received, tailored to their needs. The 
Neuman System’s Model helps frame the vision for identifying what is needed to support 
the educational and experiential preparation of clinicians for this exciting, but challenging 
new practice paradigm. The patient care plans, interventions, therapies, and medications 
derived from the individualized or personalized DP processes can be designed, researched, 
developed, validated, and tested virtually, prior to introduction to the live patient. This 
 process adds to the patient’s safety, and that of the clinical team. It enables fine‐tuning 
or  rejection of a therapy, device, medication, or procedure prior to doing actual harm. 
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Consequently, interventions focused toward primary, secondary, or tertiary care interventions 
will reliably be more efficacious. These positive patient outcomes are good for the health‑
care system, they are fiscally responsible, and provide valuable additional data to the clini‑
cian for follow‐on studies.

RECOMMENDED EDUCATION AND TRAINING FOR VPH PROJECT 
PARTICIPATION

Establishing education and training competencies for team participation in the VPH or a 
program similar to the VPH comes best from those involved with the work and by looking 
at the composition of the team. Currently, team members work in the following areas: 
information technology, big data management and bioinformatics, biomedical modeling/
simulation and visualization, genomics and proteomics, and structural and functional 
imaging. The VPH builds on a broad range of educational backgrounds, and disciplines. 
The majority of team members are engineers, or they have a physical science, or a  computer 
science background, with few medical experts. Efforts to correct this imbalance focus on 
outreach, recruitment, as well as through training. But, there is a disconnection between 
the need for integrative research and the lack of interaction and collaboration between the 
research disciplines working largely separated from one another according to Lawford 
et al. “As a consequence, fragmented expertise and differing conceptual and terminological 
backgrounds have led to a situation where advanced integrative research increasingly 
depends on the availability of ‘translators’” [20]. The literature reflects discussion related 
to the research being conducted in a vertical fashion and urges more of a horizontal 
approach. Although many disciplines are involved with this work, it does not appear to be 
conducted in an intraprofessional collaborative manner. These teams are challenged by 
competing taxonomies and a lack of standardization compounding the difficulties in 
 collaboration. What is being described here is not unique to Europe or the VPH, but is 
rather common. Not only do the team members not see themselves as one team, but as 
many teams working on many parts independently with little communication. Hence, it is 
not surprising that the necessary integration of work to form a unified whole suffers. The 
teams are also challenged by the need to stay current. They are inundated with constantly 
emerging new scientific discoveries and technologies.

What has been done in Europe to sustain and grow the science and technology work‑
force for projects like the VPH and others like the VPH was to established the “Bologna 
process.” “This is a collaboration between 46 European countries. It aims at building an 
integrated ‘European higher education area,’ where increased modularity of educational 
contents supports mobility of students and graduates” [20]. Overall, what is needed for 
proper preparation for VPH team membership is experience in the practical application of 
problem solving, interdisciplinary work experience, and a strong background in the 
 sciences, especially engineering, biomedicine, and computer science.

It is also advisable to have experience and a demonstrated ability in dealing with tech‑
nology and information handling, as well as the ability to communicate across subject 
boundaries, with a focus on the acquisition of common terminology to foster understanding, 
and a broad background of successful research. There are also system wide efforts to 
improve both undergraduate‐ and graduate‐level education across Europe. The VPH also 
established a network of excellence (NoE). With 14 partners from the top academic insti‑
tutions across Europe, the NoE comprises clinical and industrial advisory boards. Their 
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aim is to support the VPH community, and promote success by training future specialists 
[21]. The design or identification of a curriculum supporting a physician workforce and 
support team able to participate in integrative computational biomedical research, design, 
or development, must incorporate both concepts of interdisciplinary team process and 
communication training supporting collaboration and safety. In addition to a strong science 
background, engineering, visual analytics, and the study specifically of modeling and sim‑
ulation are core components of the VPH. Computer science and familiarity with technology 
in general is recommended.

Currently at the VPH lab, the data is annotated to support the clinician. Techs prepare 
data and models. They are reviewed and analyzed with the clinician to extract maximum 
advantage from the information. To support the analysis, heavy emphasis is placed on the 
visual analytics [22, 23]. Putting the clinician in the center of the process helps their under‑
standing of the process as well as the cross learning and checking that are natural 
consequences.

Recommendations from the Institute of Medicine and National 
Academy of Engineering

The Carnegie Foundation issued a call to reform and transform the education of two of the 
largest healthcare professions: medicine and nursing [22–24]. Medicine is called to engage 
in new curriculum and pedagogies, as is nursing. But, nursing was found to be unprepared 
for the use of new technologies in our digital era. In fact, all aspects of our healthcare 
system is stressed, stretched, and all too often, unreliable. It is also clear that each group 
acting on their own will only confound an already burdened and flawed system. A strong, 
integrated and united system is possible only with programmatic transparency and open 
collaboration.

When trying to identify a resource for innovative ideas supporting academic reform, 
physicians and other healthcare clinicians in the United States sought council from the 
Institute of Medicine (IOM). In the United States, the National Academies of Sciences is 
the pre‐eminent private society representing distinguished scholarship in science and engi‑
neering research. In 1863, the National Academy of Sciences was granted a charter by the 
Congress that mandates they advise the federal government on scientific and technical 
matters. In 1964, the National Academy of Engineering (NAE) was established under the 
National Academy of Sciences charter. The NAE sponsors engineering programs aimed at 
meeting national needs, encourages education and research, and recognizes the superior 
achievements of engineers. In 1970, the IOM was established. The IOM advises the federal 
government on issues related to medical care, research, and education.

In 2006, the Roundtable on Value & Science‐Driven Health Care convened. The mem‑
bership comprises a group of renown physicians, pharmacists, a nurse, a professor of public 
health and a lawyer, to be joined by a team of engineers. They established a goal that “…
by the year 2020, 90% of clinical decisions will be supported by accurate, timely, and up‐
to‐date clinical information, and will reflect the best available evidence” [25]. Over years 
of meetings, it was clear to the Roundtable that there was a need for cross‐disciplinary 
collaboration and they identified engineering, with their system design science, as being 
able to make very positive contributions to the development of a learning healthcare system. 
They felt the goal of a learning healthcare system was to deliver the “best care every time, 
and to learn and improve with each care experience” [26]. The Roundtable established a 
series of workshops to develop the learning healthcare system by identifying learning 
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opportunities from healthcare disciplines and teaching opportunities from engineering, 
particularly systems, industrial, and operations engineering.

Specific common themes were identified with the 2011 Roundtable report [27]. The 
following themes, observations, and recommendations reflect on approaches to creating a 
learning healthcare system in the United States:

•  The healthcare system’s processes must be centered on the right target—the patient.

•  System excellence is created by the reliable allowance for tailored adjustments.

•   Learning is a nonlinear process. There is a need to bridge the gap between formal 
clinical research trials and the use of process improvement for rapid cycle lessons 
learned. The goal is to constantly improve.

•   Emphasize interdependence and tend to the process interfaces. Patients and 
information/data transfer are most vulnerable to error during periods of turnover. This 
clearly reflects and supports improved collaboration and the establishment of inter‑
professional education that promotes the knowledge of and respect for the disciplines 
one works with. There is also reference to the dangers of patient or patient information 
hand‐offs. The use of a structured process to help organize, formalize, and safeguard 
the turnover process is becoming more commonly used (e.g., SBAR).

•   Teamwork and cross‐checks trump command and control. Establish a system of parity 
among all responsible parties. Foster teamwork principles of communication and 
work. Formalized training, such as TeamSTEPPS®, a patient safety and communica‑
tion program based on crew resource management research, is strongly recommended 
as it deals with these issues, as well as the observations that follow.

•   Performance transparency and feedback serve as the engine for improvement. Capture 
feedback and make adjustments.

•   Expect errors in the performance of individuals, but perfection in the performance of 
systems. Safeguards and redundancies can deliver perfection in system performance. 
Use process mapping, embed prompts, cross‐checks, and information loops.

•   Align institutional rewards on the key elements of continuous improvement. Incentives 
can come from Human Resources (HR): rewards for improving efficiency, effective‑
ness, and safety of the system and patient outcomes.

•   Education and research can facilitate understanding and partnerships between engineering 
and the health professions. Develop common vocabulary, concepts, and ongoing joint 
education and research activities that help generate stronger questions and solutions.

•   Foster a leadership culture, language, and style that reinforce teamwork and results. 
Provide supportive and integrated leadership.

Areas for Innovation and Collaboration [28]

•  Clarify terms and terminology

•  Identify best practices

•  Explore health professions education changes

•  Advance the science of payment for value

•   Explore fostering the development of a science of waste assessment and 
engagement

•  Support the development of a robust health IT system
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The Roundtable is an important group as their work targets practicing clinicians, but this 
group is also mindful of the issues and challenges of today’s healthcare system. As we look 
to a future with data‐driven practice, research and development, we must put the care 
delivery into context. For data‐driven systems derived from the DP to provide the best 
 possible outcomes, live patients must be assured that their interventions and medications 
are reliably safe. Hence, team process for communication and safety are requisite 
 components of any clinical curriculum. It enhances not only safety and communication but 
also improves efficiency, with less waste creating less cost.

The observations and themes of the Roundtable also relate to issues within the VHP 
team as well. The recommendations based on themes and the way ahead for innovation and 
collaboration reflect areas for identifying capabilities for the emerging medical curriculum 
of the future.

FROM FLEXNER TO THE 2010 CARNEGIE REPORT

In 2010, an in‐depth analysis of American medical schools and residency programs were 
conducted by the Carnegie Foundation as part of a series of professional preparation studies 
of five major disciplines (medicine, nursing, law, chaplaincy, and engineering). Interestingly, 
this was one hundred years after the original Carnegie‐funded landmark study conducted 
by Abraham Flexner [29]. Unlike the medical school programs scrutinized by Flexner, the 
medical education of today is characterized by a great deal of creativity and innovation, yet 
changes still must be made. The 2010 report entitled “Educating Physicians: A Call For 
Reform of Medical School and Residency,” notes that fundamental changes are needed to 
support the rising challenges to medical education. These changes include adopting new 
curricula, new pedagogies, and new forms of assessment [30]. In 1997, during the first 
meeting with the Board of Directors of the Foundation, Dr. Lee Shulman, President 
Emeritus of the Carnegie Foundation for the Advancement of Teaching, informed the group 
that he intended to “undo the unintended consequences of some of the Foundation’s most 
successful historical contributions to the field of education including the Flexner Report…
the very act of resolving one era’s problems often contributed to the dilemmas of the next 
generation” [31]. Specifically, the Flexner Study made a clear distinction between “legiti‑
mizing a metric” that determined the rigor of a program or course in terms of the length of 
time and intensity of the course… Unfortunately, in doing so it reified the value of ‘seat 
time’ as a measure of academic rigor instead of looking to students’ actual learning as the 
real gold standard. In fact, what Flexner advocated was: Standardization in rigorous educa‑
tion; Integration—This means physicians should train in university teaching hospitals and 
integrate laboratory advances with the practice at the bedside; Habits of inquiry and 
improvement—Formally, excessive use of rote memorization was used, Recommended 
that physicians are trained to “think like a scientist” and require medical education to be 
taught by scientifically trained faculty; Professional formation—This means that the school 
must facilitate close and sustained contact between learners and scientifically based faculty 
role models [32].

Over the century, as patient needs increased and the sciences grew, so too did schools of 
medicine, but not by absorbing, synthesizing and then simplifying the curriculum. Rather, 
the schools would grow “…through division and multiplication… New domains are added, 
new topics are identified, and new specializations are added to the canon. For each addition, 
there must be a new course, a new rotation, and a new set of journals. Yet medical students 
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are expected to learn all these domains and somehow to connect, combine, and integrate 
them within their own understandings and their own professional identities…Medical 
schools need to foster more of these integrations rather than leave the work entirely to the 
students” [5]. In every discipline, there is the development of the professional identity. It 
is   this identity that links the discipline with values such as integrity, ethical conduct, 
 professionalism, and responsibility to name just a few. Cooke et al. contends that 
professional preparation and the formation of the professional identity, moral and 
 ethical   core of service was the most overlooked aspect of the students professional 
development. Consequently, one of the cardinal recommendations for curriculum reform is 
to incorporate the foundations of forming the physician’s professional integrity so that the 
physician‐in‑training will have studies aimed at forming… “a deeply internalized moral 
 responsibility” [5] in addition to the expected programs developing critical thinking, the 
sciences and  complex technical competence. This is where standardization of content can 
be integrated into a curriculum fostering a more individual approach to the guided 
development of  professionalism. It is at this point that one would anticipate Flexner 
 cringing from the digression from standardization. This leads to the final recommendations 
(2010) made for curricular reform for medical schools and residency programs in the 
United States.

Recommendations for Medical Education and Residency Reform fom the 2010 
Carnegie Foundation Report: Educating Physicians

In 2010, the Carnegie Foundation Report on medical education and residency programs 
identified four goals for medical education. These goals are largely an extension of and 
consistent with the work of Flexner. These goals are (1) standardization and individualiza‑
tion; (2) integration of core content, concepts, and skills; (3) insistence on excellence; and 
(4) formation of the professional identity [33].

Cooke et al. identified the educational goals along with those from Flexner’s report and 
put the recommendations into the context of today. It is from this breakout that one can envi‑
sion where the curriculum design would thread competencies for computational  biomedical 
practice, and to a somewhat lesser degree, provide the ability to understand the process, 
benefits and concerns that may be raised with using DP data‐based research, decision 
assists, or procedure/device development. At the core of the DP process is the use of com‑
plex modeling and simulation. It is reasonable to anticipate foundational‐level knowledge 
be acquired in modeling and simulation for physicians in practice or in research science.

The following presentation of the educational goals for today’s physicians helps align 
curriculum content. For example: (1) standardization and individualization reflects the need 
to standardize learning outcomes through assessment of competencies. This also brings up 
considerations related to setting the grade criteria and standards as well as alternative 
approaches to grading. Guskey makes a case against percentage grades stating they distort 
accuracy, objectivity and reliability [34]. McGaghie et al. favor the use of  mastery‐level 
performance based on the use of deliberate practice [35]. (2) Integration refers to connecting 
formal knowledge to clinical experiences. It also identifies where immersive opportunities 
should be given to advanced learners while engaging all learners at all levels with more 
comprehensive patient experiences. This might be where an immersive humanitarian 
mission experience might be conceptually linked. After being conceptually linked, there 
exists an opportunity for inserting interprofessional education and essential concepts 
and  techniques of teamwork into the curriculum. These are not spectator events; they 
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must be practiced. This conceptual slot is linked with the learner experiencing the broader 
professional roles of physician including educator, advocate, investigator, or VPH‐like team 
member. (3) Habits of inquiry and quality improvement enable the learner to engage in 
addressing problems and learn the process of improvement through inquiry, innovation, and 
evaluation of the quality of the care. Orient the learner to initiatives based on population 
health, quality improvement, and patient safety. Identify and teach clinical education topics 
outside of a teaching hospital environment in a setting of quality patient care. (4) Professional 
formation denotes the promotion of ethics, through various means, like stories or cere‑
monies. Learners should be given opportunities to reflect on professionalism in the context 
of monitoring and advising. Offer and allow feedback. Promote faculty relationships that 
support learners and hold them to high standards [36]. The role of the physician in a VPH‐
like team should include the ethical oversight of the DP process. Concerns have been raised 
regarding rights of intellectual property, and liability if a predictive model or designed 
therapy generates a negative patient outcome [37]. The final curriculum recommendation 
gives ample opportunity to use interesting and innovative pedagogies (simulation, serious 
games, virtual reality, augmented reality) to inspire, engage, and clarify students under‑
standing and commit to excellence and continuous improvement in all things.

SUMMARY STATEMENTS

The near future poses great challenges from new technologies, and the use of DPs as part 
of the physician’s future practice. This novel practice influences treatment modalities, 
 therapeutics, and even surgical interventions. Of significance, the recommendations made 
by the IOM and the NAE reflect recommended solutions for our nation’s healthcare system, 
but also reflect recommendations for similar problems in both the VPH team and targeted 
goals and objectives for American medical education. However, there is not a single 
 targeted or prescribed academic degree, or specific course of study that best prepares the 
physician‐in‐training or resident for integration into the practice of medicine in a computa‑
tional biomedicine team. But, general recommendations do include acquiring a strong 
foundation in the sciences, familiarity with computers and principles of biomedical 
 engineering and mathematics. Modeling and simulation is an important course of study for 
those interested in VPH‐like team membership, as are competencies in team communica‑
tion and patient safety. These capabilities need not be a fixed course, but integrated into 
every course as the “way to do business.” This approach helps simplify the number of 
courses offered, yet promotes the content, facilitating collaboration and respectful, but firm 
negotiation. Experience in an interprofessional working team will prepare the learner for 
interdisciplinary discussions and valuable learning about the shared roles and responsibil‑
ities of other professions as well as heighten one’s awareness of their own disciplinary 
responsibilities to the patient, science, and the discipline. The team communication and 
safety program components of the curriculum should be considered graded content; 
 otherwise, the likelihood of behavior adoption across the enterprise would be low. Like 
Flexner’s input, the four goals for the curriculum development threads have stood the test 
of time, with some modifications. The development of new and evolving medical education 
programs supporting the DP will bring medical practice to new scientific heights. But, 
while remaining grounded in the four educational goals with twenty‐first‐century  objectives, 
educators must be mindful and clarify to their students that we owe respect, dignity, and 
security to our to our human patients, always.
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INTRODUCTION

The electronic medical record (EMR) of today is literally an electronic version of the 
 centuries‐old paper medical record. Data are entered textually (or an image is pasted/linked 
to the record). Some EMRs contain “tools” that can automatically transform the data into 
a graph, a chart, or a report, for the purposes of comparison, trending of data, etc., as well 
as search for specific information nearly instantaneously. Likewise, the data (including the 
images) in the EMR can be immediately transported literally anywhere in the world. While 
these changes are a huge step beyond the printed record, they are simply an incremental 
improvement over the paper records. Instead of collecting together sheets of paper with 
exactly the same data, sending paper physically from one department (or place) to another, 
or picking up the x‐ray film or video with the chart, these functions are being done 
(supposedly) cheaper, faster, and more efficiently—electronically. The truly disruptive 
technology that fundamentally changes record keeping is the “Digital Patient” as the EMR. 
The forerunner of the Digital Patient is the ‘Visible Human Project’ (1994 – the National 
Library of Medicine), the first total body scan (with accompanying photographs), under the 
direction of Dr. Michael Ackerman, MD, and performed by Dr. Victor Spitzer, PhD, and Dr. 
David Whitlock, MD, PhD [1]. A complementary project called the “Digital Anatomist 
Project” was performed by Cornelius Rosse, MD, DSc, and by James Brinkley, PhD at the 
University of Washington was building the software infrastructure, ontology, and taxonomy 
that would generate the image of the “Visible Human” [2]. Subsequently, researchers such 
as William E. Lorensen, PhD of General Electric Research Center (GERC) who developed 
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the “marching cubes’ algorithms that permitted automatic segmentation of CT and MRI 
image, and many others contributed over time to the Visualization Tool Kit (VTK) that 
provided the computational and analytic tools necessary to necessary to bring (three‐
dimensional) 3D patient images “to life” and presage the rise of the Digital Patient.

The Digital Patient is defined as a full 3D dynamic interactive model of a patient, based 
upon a reconstructed anatomical image (CT or MRI total body scan—preferably when the 
patient is well), into which is instantiated the mathematical algorithms that define the 
properties of the anatomy, physiology, genetics, behaviors, etc. from the macroscopic to 
nanoscopic levels. When the patient‐specific data are added to the Digital Patient model, 
then an “information equivalent” of that patient results—in the most minute detail of every 
parameter that makes up that individual—as a visual representation of that patient. The term 
that refers to this image is frequently called an “avatar,” which is defined as “manifestation 
in human form [3]” or in computer terms “graphical representation of the user or the user’s 
alter ego or character” [4]. Initial research by the Defense Advanced Research Projects 
Agency (DARPA) Virtual Soldier Project [5] coined the term “HOLOMER” (holographic 
medical electronic representation) to explicitly designate the scientific use of such a virtual 
object (an avatar), specifically for medical purposes and to differentiate a holomer from 
many other uses of avatars. The holomer is simply the image (virtual object—which is the 
Digital Patient Avatar) and all its data and algorithms, whereas the Digital Patient is the 
holistic term that incorporates not only the holomer but also all the applications and the 
“personalization” of the holomer for a specific individual—the holomer looks and responds 
exactly like the person. The following section on “applications” will expand upon the critical 
aspect of the holistic approach, and the overall impact on the broad range of effects that the 
Digital Patient (and to a certain extent, the holomer) will have upon disrupting the approach 
to medical record keeping by going back to the most fundamental “first principles” of 
integrating patient care, education/training, and research to radically enhance the basic 
capabilities of the EMR.

Before leaving the Digital Patient, it is also essential to mention the “artificial medical 
organic representation” (ARTIMOR). This is an entirely new concept, based upon new 
research in tissue engineering, regenerative medicine and microelectromechanical systems 
(MEMS)—it is a physical compliment to the holomer. The DARPA microphysiologic 
system (MPS) research project defines it as a “human‐body‐on a‐chip” [6], which is a 
“microfluidic chip with all the major different tissues and organs of the patient.” Today, 
there are commercial generic “organs‐on‐a‐chip” [7] that are grown from stem cells and 
differentiated into various cell types and microsized organs, and are used for toxicology, 
drug screening, basic science research, etc. The holomer and artimor are, respectively, 
information representations and living representations of the patient—and in the future 
the two chips could be on a single card, and although complimentary, they will provide 
different functions.

The electronic medical record (EMR) in its present form is a static dataset, in which 
each parameter is entered into the record without linking to or affecting any other 
parameter. Because of the underlying equations and algorithms (physiologic, biochemical, 
neuro‐endocrine, behavioral, etc.) in the proposed Digital Patient, the EMR will become 
dynamic; and when one parameter changes, it will affect other parameters that are linked 
to it. In addition, the current EMR is viewed by reading text, or perhaps by looking at a 
static image, chart, graph, etc.; however, the Digital Patient is a whole new interface—it is 
an interactive, dynamic visual record (holomer) of the actual patient; when a parameter 
changes, the image may visually change. This is an intuitive interface—you actually see 
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the image transform as affected by the data change. Thus, once the Digital Patient (with its 
imaging and algorithms) becomes the interface, then the full power of modeling and 
simulation can be employed—this will be elaborated later.

The EMR comprises two components: personal information (about the person) and 
healthcare information (about the provision of care to that person by a healthcare provider). 
In addition to what the current EMR provides in terms of personal and provision of care 
aspects, the Digital Patient will be able to provide prediction of outcomes, based upon 
evidence‐based simulation. An example of this would be giving a patient a medication. 
It will be possible to input dozens of variations of the same medicine or many trials of 
different medications to the Digital Patient, with the simulation (nearly immediately) 
providing likely outcomes of the individual variations—with the opportunity to select the 
best medication with the greatest effect and least chance of complications. This use of 
simulation is standard practice in non‐medical disciplines—creating dozens of virtual 
models of a new product, subjecting the virtual models to literally hundreds of various 
tests, and determining the best design and function of the various models—before building 
an actual product. Admittedly, the human body is much more complex that a sophisticated 
machine; however, the fundamental principle of the use of simulation to test, evaluate, and 
select highest quality with least complications is applicable.

Another aspect of the EMR is the acquisition of data to be entered into the record. At the 
moment, most information is entered in typographically, though everyday more data are 
being directly uploaded from the diagnostic machine (lab test, x‐ray, etc.). In the immediate 
future, the automatic uploading of personal data will exponentially increase. A combination 
of the many new health sensors that are being worn and the “Internet of Things” (“smart,” 
everyday appliances, devices, instruments, and even automobiles) will be sensing data (not 
only physiologic and biochemical but also behavioral and social interaction data) about 
every person, and transmitting the data back to their “personal record” on the Internet. The 
initial implementation is currently beginning with the elderly and “smart houses,” which 
monitor the elder person’s physical, behavioral, and emotional status from sensors 
throughout their home—allowing many persons to remain in their own home rather than be 
confined to a nursing home. While it will be nearly impossible to monitor all that data in 
the current EMR, the Digital Patient will be able to present that data in near real time in an 
easily understood visual form.

APPLICATIONS OF THE DIGITAL PATIENT AS THE EMR

The applications of the EMR are focused on clinical care; however, the real advantage is 
that the information in the EMR should be “repurposed” as de‐identified data, for all 
aspects of healthcare—clinical care, education/training, and research—as well as for 
healthcare administration. It is true that all six aspects currently have some use of the EMR, 
including but not limited to the following applications:

1. clinical care;

2. as repository of information about the patient and progress of healthcare 
interventions;

3. infrequently as pre‐operative planning (usually with x‐ray, CT, or MRI images);

4. education/training, in the form of case presentations and case reports, yet very little 
in terms of training (i.e., procedures);
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5. research, in terms of clinical trials and retrospective reviews; and

6. administration in terms of quality assurance, risk management, billing, etc.

However, the addition of the Digital Patient vastly opens up the opportunities in all four 
areas and opens new areas—the Digital Patient is an integrated “system of systems” record 
(e.g., a decrease in cardiac output will reflect changes in all the various organs, and neuro‐
endocrine pathways). The Digital Patient has inherent properties beyond those of the 
current EMR, such that there are common denominators for the expanded use of the EMR, 
which include the following:

•   Intuitive (as above)—interacting visually with the image of the patient without 
searching through numerous menus, folders, hyperlinks, etc.;

•   Dynamic and interactive—as information is added/changed by the healthcare provider 
or automatically downloaded from a device (e.g., lab report), the visual image is 
immediately updated, and the holomer visibly change;

•   System of systems—due to the fact that all data are linked, the overall effect of a 
single change is translated through the various organs, tissues, etc.;

•   Inter‐operable—data from one patient can use the same holomer infrastructure to create 
a different patient specific Digital Patient; in doing so, huge databases of individual 
de‐identified patients can be rapidly developed as well as integrated for meta‐analyses;

•   Three‐dimensional image—allowing information can be seen intuitively by rotating, 
slicing, “fly‐through,” the image, providing perspectives not possible in the real patient;

•   Predictive—by substituting different values for data, resulting in multiple outcomes 
from which to choose the best—personalized—result (see text).

One of the most important applications (and that is not currently in use) for the Digital 
Patient is the capability to develop “digital libraries,” analogous to the various didactic 
educational tools such as case‐based learning, etc. Of particular value is the use in training, 
where not only the skills to perform a generic procedure can be practiced, but also the 
numerous variations of disease presentations of that simple procedure (see the following 
text). It is the number of different variations of a specific activity (procedure) that allows a 
person to graduate from competent to expert.

In addition to the aforementioned clinical example of predictive analytics for clinical 
decision making in patient care, the following applications serve to illustrate the enormous 
opportunity of using the Digital Patient as the foundation for the EMR. Note that many of 
the applications provide advantages in more than a single area—for example, surgical 
rehearsal is valuable both for clinical care and education/training.

Surgical Rehearsal

One of the first reports of using a virtual model for surgical rehearsal was that of a lower 
extremity to predict outcomes of an orthopedic procedure (Achilles tendon transfer) by 
Scott Delp, PhD,and Joseph Rosen, MD, in 1990 [8], and although it was not a patient‐
specific image, the resulting gait was as predicted. Recently, Jacques Marescaux, MD, has 
begun using patient‐specific images (from CT scan) of liver cancer to rehearse the surgical 
procedure in this very difficult procedure, resulting in a decrease in operating time by 25% 
and a decrease in blood loss from 5 units to 2 units per patient [9]. There are currently surgical 
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rehearsal reports in numerous different surgical specialties. In addition, the first patient‐
specific surgical rehearsal simulator was for endovascular procedures, in which the angio-
gram of the patient was imported into the simulator, and the actual procedure was performed 
with exactly the catheters that were used during the simulation of the procedures. Today, 
there are a number of virtual reality simulators that are used for skills training (see the 
discussion later) that include the capability to import patient specific data (i.e., they are 
DICOM compatible). The use of such patient‐specific surgical rehearsal is infrequent, and 
used principally for complicated procedures, mainly because the time spent rehearsing is 
significant (and is not reimbursable) and the realism of the images (and their responses) is 
still relatively simplistic. However, reports of preoperative surgical rehearsal had demon-
strated reduced outcomes and fewer errors [10].

Virtual Autopsy

A “virtual autopsy,” first described by Michael Thali, MD [11], is simply a total body scan on 
a deceased individual, to which specific computational tools are used (slicing, edge detection, 
fly through, etc.) to examine the image similar to performing a real autopsy. Due to numerous 
factors, clinical autopsy has decreased to only about 5–10% of all in‐hospital deaths. Thus 
cause of death and final co‐morbid diagnoses are deduced indirectly or from known pathology 
ante mortem in nearly all cases. While there is approximately 90% correlation of a virtual 
autopsy to a true autopsy, addition of virtual autopsy to the EMR would provide objective 
evidence on cause of death and comorbid conditions on all patients. An overlooked oppor-
tunity is the ability to “virtually exhume” the patient at a later time, when further forensic 
evidence or new research provides data that could change the final diagnoses.

In addition to the clinical and forensic applications, virtual autopsy provides a rich data-
base for future research, especially in terms of meta‐analyses of large populations for 
public health and objective evidence for critical national policies. By de‐identifying the 
data from virtual autopsy, virtual cadavers (especially those with interesting diseases or 
anomalies) can be used for education in the anatomy laboratories at various levels from 
medical/nursing schools to residency and fellowship, as well as being available for surgical 
rehearsal for teaching specific surgical and other procedures. The virtual autopsy is yet one 
more source for developing “digital libraries.” It has been proposed by Thali that imaging 
technologies will continue to greatly improve in resolution and fidelity, to a point where 
virtual histology will be available as well from scan [12], greatly enhancing the usefulness 
of a Digital Patient.

Virtual Education

The revolution in medical education is objective assessment and training to proficiency, 
both on real patients and on patient actors—this is an “evidence‐based education,” 
comparable to today’s evidence‐based clinical practice. The use of modeling and simula-
tion can provide unique educational tools for teaching (cognitive), training (psychomotor 
skills), and assessing performance objectively and quantitatively. Virtual patients, derived 
from a digital library (database) of de‐identified Digital Patients, can greatly enhance 
 students’ exposure to literally thousands of different “patient experiences,” which is obvi-
ously not possible in the real world.

The Objective Structured Clinical Exam (OSCE) uses real actors who play roles of 
specific diseases for students to practice critical clinical skills and who are assessed with 
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objective scoring tools that precisely score the student’s performance. This is extremely 
costly in terms of paying actors, training both actors and evaluators, housing large 
educational centers, etc. Because of these costs, the number of “patients” that the student 
is exposed to is very limited. In addition, for complex diseases like diabetes, which has 
many different possible manifestations, the student is exposed to only one or two possi-
bilities by real patients (actors). The use of virtual patients [13] (based upon real Digital 
Patient data and images) on a simulator or over the Internet can create the same educational 
value (including assessment of performance) as a patient actor [14]. Clearly, there are 
certain things that cannot be simulated (yet), and therefore the student must have exposure 
to some real patient actors. However, the student can be trained to a very large variation 
of the disease presentations using virtual patients, and improve performance (especially 
the cognitive, perceptual, psychomotor skills, and patient‐interactive components) to 
a high level of proficiency at a fraction of the cost, as a prelude to an encounter with a 
patient actor.

A very expensive and high‐risk patient experience for surgical training is performing 
complex surgical procedures, where errors (even simple errors), could result in fatal 
outcomes. The practice on animals, the see‐one, do‐one, teach‐one method, or even 
mentoring on a live patient has unacceptably high risks. In addition, the assessment of an 
individual resident’s performance under these conditions is extremely subjective and 
variable. The introduction of psychomotor skills and procedural simulators offers the 
opportunity to “practice” surgery in a safe environment with no harm to a patient when 
errors occur. In addition, assessment can be quantitative (the simulator measures precisely 
psychomotor skill performance), and the training to proficiency (i.e., correctly performed 
with absolutely no errors) can be achieved before the resident is permitted to operate upon 
a patient. This is accomplished by beginning with simple basic skills and incrementally 
progressing in complexity until full procedures are completed to a proficiency benchmark 
that has been determined by performance of experts. This is proficiency‐based progression 
of surgical technical skills [15].

Surgical simulators are now constructed to accept patient‐specific data (CT, MRI, etc.). 
As mentioned earlier, using data (specifically, the holomer) from a library of de‐identified 
Digital Patients, would allow the resident to gain proficiency through a large experience of 
the many variations in which a surgical disease or injury could present. While surgical 
procedural simulation using virtual reality (VR) has been in use for over 20 years, the 
additional use of a vast repository of Digital Patient holomers that can be imported into the 
simulators represents a huge improvement in not only gaining proficiency but also gaining 
enough (virtual) experience to achieve expert status.

Virtual Clinical Trials

The challenges to conducting clinical trials are numerous—practical issues such as patient 
accrual (enough patients with consistency of inclusion criteria), scheduling both patient 
and researcher times, loss of follow‐up before the end of the trial, etc.), and study design 
issues (enough patients to randomize to the necessary experimental groups, insuring all 
the patients have all the data collected, long duration needed for clinical outcomes, etc.) 
to mention a few. The de‐identified database of Digital Patients (either centralized national 
registry or individual institution registries) provides the opportunity to perform virtual 
clinical trials, referred to as “randomized registry trials” [16]. Registries of Digital Patients 
would have uniform datasets, providing access to hundreds, thousands, or even millions 
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of similar patients (with identical datasets, but every patient would have a unique set 
values for the each of the data points) with massive numbers of variables and follow‐up 
over decades. Once the “clinical” trial is designed and the specific parameters to be 
included/excluded as the criteria are chosen, the registry(ies) could be searched for all 
patients meeting precisely all the criteria (including outcomes over decades of time) and 
simulate (computational analytics) the results over a weekend on a super‐computer. This 
is accomplished by data‐mining using Big Data (discussed later), which includes not 
only the precise patient specific data but also powerful analytical and computational tools. 
The data can be displayed not only by using typical tables, graphs, charts diagrams, etc. 
but also by using a composite holomer that intuitively displays results through visual 
representations of the various tissues, organs, or systems using 2D, 3D, or 4D visualization 
and cartographic techniques. Such visualization techniques not only instantly bring 
 recognition of complex results but also prompt recognition of novel inter‐relationships 
not possible with simple text or abstract charts and graphs. In addition, the variable param-
eters in the holomer can be interactively manipulated to immediately demonstrate the 
alternative outcomes possible as various parameters are changed (i.e., drug choice/dose, 
and tissue removal).

Personalized EMR—The Quantified Self

The personalized aspect of the EMR is the patient‐specific database of an individual’s 
health status. By definition, the personalized EMR contains all the information about the 
person, but not the care provided to the person. This is also referred to as the “quantified 
self” [17]. Currently, these data are available (usually) on a commercial password‐protected 
website, and/or on a hospital EMR server as simple data in text, graphs, charts, etc. Often, 
there are “normal values” or simple interpretations as to what the values mean; however, 
for most persons, such information is difficult to interpret. With the holomer as the interface 
and the biologic/social/behavioral algorithms to generate the holomer, it would be easier 
(obvious) for the person to understand the meaning, since it is a visual image relative to 
their own body. Other applications include the personalized de‐dentified dataset being 
made available (with the patient’s permission) to various researchers for clinical trials, or 
to educators to increase their “digital libraries” in educating and training various learners 
(see section “Virtual Education”). Today, patients are paid to participate in clinical trials; 
perhaps, persons could “sell” their personalized EMR, without the risk of taking medications, 
undergoing “experimental” surgery, etc.

Hospital Enterprise Integration

The EMR, at the hospital level, is an enterprise investment. Currently, it is static, though it 
is updated as new information is acquired. There are search capabilities and some analytic/
reporting capabilities as well. Unfortunately, there are only the beginnings of integrating all 
the different databases such as, personal demographics, medical history, laboratory 
information, radiologic reports and images, operative reports, clinical notes, and a myriad 
of other independent (and usually noncompatible) datasets into a single system‐of‐systems 
repository. In addition to the personalized data and the data on the provision of healthcare 
to the patient (clinical notes, etc.), the Digital Patient (as an application of Big Data) will 
leverage the most powerful analytic/reporting tools to integrate the EMR as a unified 
system‐of‐systems asset of the entire hospital enterprise.
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Big Data, Social and Behavioral Issues, and Politics

New technologies mentioned earlier have logarithmically increased the amount of data 
that are acquired about patients (personal) and the healthcare administered to them 
(patient care). This is Big Data [18, 19]—the amount of information that is massively 
accumulating daily. There will be enormous changes, especially socially and politically, 
because of the ubiquity of such data, and the instant access to that data (unless protected 
via password, etc.). The biggest opportunity is that patients, and especially healthcare 
providers, can immediately find out the answer to almost any question on their cell phone 
apps, tablets, watches, and numerous other devices, or through social media such as 
twitter, instant messaging, etc.—thus, the emphasis will be on being able to ask the right 
question. It will become less important to have memorized the information, so education 
needs to begin placing emphasis on how to ask questions and where to find the information 
you need. Equally important is how to convey (display) the information—and here the 
new social technologies and media will demand a format that is intuitive and yet imparts 
huge amounts of information on portable devices—“a picture is worth a thousand words.” 
From a political standpoint, already we are seeing how instant access, sharing, and 
 distributing information has placed immense pressure upon politicians to be absolutely 
correct before making statements, including healthcare issues. Immediate access to the 
type of Big Data, that is the Digital Patient, will hopefully assist in making more evidence‐
based decisions. Also, it will be interesting to see if the government agencies responsible 
for healthcare can promulgate information based upon healthy lifestyles: using visual 
documentation with tools such as the Digital Patient can bring relevance, intimacy, and 
immediacy of such messages to improve compliance for healthy life styles. And most 
important, the new technologies that define the Digital Patient are bringing new hope and 
therapies to sufferers of psychological disorders of Alzheimer’s disease, degenerative 
neurologic diseases, and traumatic brain injury and post‐traumatic stress disorder (TBI/
PTSD) [19].

DISCUSSION

The concept of a Digital Patient has been around for more than 20 years, and evidenced 
by the quality scientific research described in the other chapters, there is a growing 
opportunity to solve some of our impending challenges, of which Big Data will become 
one of the most difficult. We are a victim of success; our technological discoveries have 
overcome our ability to understand and use the massive amounts of data that are being 
generated everyday. As little as 10 years ago, a terabyte of data (1012) was virtually 
unknown, and today more than an exabyte (1018) of data (a million terabytes) is being created 
everyday [18, 19], much of it in biomedical research and healthcare. The Digital Patient is 
just one of the early attempts to harness the power of this wealth of knowledge, and the 
incorporation of the technologies and applications of the Digital Patient as the EMR may 
well be the first steps into a most extraordinary healthcare future. The challenges in 
developing the Digital Patient are huge, but bootstrapping current successes in modeling/
simulation, biologically based algorithms, predictive analytics, data visualization, intuitive 
interfaces, and other emerging tools will redirect the social, cultural, behavioral, and 
political landscape for the future of healthcare.
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CONCLUSION

As massive volume, variety, and rate of generating information threatens to overwhelm our 
ability to use this information to improve healthcare, a new paradigm needs to be devel-
oped. The Digital Patient as the medical record provides one positive step to exploit the 
underlying technologies to manage our patients with higher quality and safety. The barriers 
are high, the amount of work needed is extraordinary, and the cost is not inconsequential. 
However, continuing on the same old pathway of tweaking the EMR with minimal 
incremental improvements is not an option. The concepts herein, derived from the evidence 
in the chapters of this book, will signal at least one important solution (of the many needed) 
to create the next generation of healthcare.
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The past turns out to be oddly reassuring because a pattern emerges. Each time we’re faced 
with bewildering new thinking tools, we panic—then quickly set about deducting how they can 
be used to help us work, meditate, and create.

—Clive Thompson, Smarter Than You Think

Data are everywhere now, being aggregated, analyzed, and repackaged. We are in an era of 
Big Data, living with the recognition that almost everything we do is being captured as one 
or another type of data, with the hope that all that data can be used to help us become 
smarter, healthier, safer, and richer, and with the fear that our privacy is being invaded and 
that our risk for harm is increasing. It is in this broader context that this book addresses one 
of the more hopeful Big Data undertakings—that is, the construction and deployment of 
the Digital Patient.

The capacity to measure one’s personal physiological and social metrics, compare those 
metrics with the metrics of millions of other humans, personalize needed therapeutic inter-
ventions, and measure the resulting changes will ultimately realize the vision of personal-
ized medicine—wherein patients and their providers will be able to detect disease at an 
earlier age, provide optimal therapy based on the characteristics of each individual, and 
reduce adverse responses to therapy; where pharmaceutical companies can improve the 
process of drug discovery and clinical trials and where the healthcare industry’s emphasis 
truly shifts from reaction to disease to prevention of disease and promotion of wellness. 
Implicit in this vision is the integration of a sustained focus on improving the outcome 
measures of healthcare—safety, effectiveness, patient‐centered, timeliness, efficiency, and 
equity—into clinical practice.

Having the goal of improved outcomes for patients in mind helps to frame the impor-
tance of the Digital Patient: it is among the most powerful tools that we can develop and 
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deploy to improve health. The most commonly referenced definition of the Digital Patient 
is that provided through the European Union’s DISCIPULUS project: a technological 
framework that, once fully developed, will make it possible to create a computer represen-
tation of the health status of each citizen that is descriptive, interpretive, integrative and 
predictive. Not explicitly stated, but implied, is that this framework will include behavioral, 
social, temporal, and spatial dimensions in addition to the biological. An illustration outlining 
the stages involved in developing the Digital Patient framework is shown in Figure 21.1 
(and described in more detail in Chapter 2).

Biologists have traditionally sought to understand living things largely by examining 
their constituent parts. For example, they studied individual genes, proteins, or signaling 
molecules to learn everything they could about the structure and function of a single 
biological entity. The emerging scientific strategies of system‐of‐systems analysis and 
 convergence add a new dimension to this traditional approach. Researchers seek to under-
stand both each constituent of a biological network and how all of a network’s constituents 
function together. They use cutting‐edge technologies to gather as much information as they 
could about a biological system. They then use this information to build mathematical and 
graphical models that account for the behavior of the system. They test these models by 
gathering additional data, often by perturbing a system through genetic or environmental 
changes. In this way, they build an understanding of biological systems that can be used, for 
example, to explore what goes wrong when a biological system becomes diseased and how 
to treat or prevent that disease. Increasingly, they also take into account the influence of 
behavior and social context on the biological system (see Chapters 7, 9, and 10).

The concept of a fully integrated Digital Patient, maintained with each person’s current 
healthcare data, is powerful and compelling. Yet, the range of applications means the 
 complexities are significant, not least in the areas of privacy and security. A few examples 
from the perspective of a patient expose some of this complexity (see also Chapter 9).

Generation
of data and
information

Biomedical
information
management

Phenomenal
modelling

Mechanistic
modelling

Clinical user
interface

Translation
adoption

Mathematical modelling for the Digital Patient

FIGuRE 21.1 Different areas needed to achieve the Digital Patient.
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Biomedical professionals require approved secure access to my personal data, routinely and in 
emergencies; my wearable and implanted technology must update my Digital Patient routinely 
with current status data; an alarming event, detected by a sensing device or Digital Patient 
computation, must inform me, my family and friends, and my trusted healthcare providers of 
the need for an intervention; the infrastructure must support the collaboration of multiple 
 specialists around my complex, interacting diseases; models must be able to access a wealth 
of anonymized reference data, routinely amassed from patients.

Thus, privacy, synchronicity (the timeliness with which models produce actionable 
information) and clarity of data organization and analysis are fundamental challenges that 
must be addressed in completing the Digital Patient.

Further complicating the construction of the Digital Patient is the current lack of 
agreement on how we categorize patient information. As shown in Figure  21.2, an 
 individual’s patient data include molecular data and clinical data, and the two data sets are 
not often integrated in a manner that is understandable or easily usable by patients or 
healthcare providers. Developing a consistent terminology and aggregation methodology 
for this disparate data is therefore a fundamental challenge to the Digital Patient.

Figure 21.2 illustrates the breadth of the data that needs to be integrated in the Digital 
Patient. It also foreshadows yet another challenge—the development and consistent use of 
a common taxonomy and the evolution of useful ontologies.

Medical research comprises many disciplines and therefore many ways of describing 
data. During his research on constructing a concise medical taxonomy, McGregor  identified 
53 general topics derived from established medical specialties, recognized diseases, 
 therapies, and general medical topics. He then subdivided the information into 374 topics 
and subtopics. When he compared the results of this subdivision with the MEDLINE 
Medical Subject Headings used to categorize research topics in medical journals, he was 
able to demonstrate that straightforward conceptual mapping is possible. Therefore, there 
is an existing basis for the more rigorous taxonomy of data required in an effective Digital 
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FIGuRE 21.2 A sampling of data sources for the Digital Patient.
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Patient. This insight is important for the contextualization and reliability of models and 
simulations supporting medical research and clinical practice (see Chapter 15).

Biomedical systems, as has been demonstrated throughout this book, are highly complex. 
Modeling this complexity accurately is, of course, essential to the Digital Patient. Therein 
lies another fundamental challenge—the integration of models operating at different 
temporal and spatial scales and, collectively, possessing some formidable characteristics:

Non‐linearities: Many responses have upper and lower boundaries with different levels 
of physiological sensitivity in between.

Redundancy: Many physiological states are the result of multiple mechanisms pushing 
and pulling on the observable response. Redundancy makes it difficult for a researcher 
or clinician to identify important causal mechanisms.

Disparate time constants: The importance of an observation often depends on the timing 
of the protocol. (For instance, the control of arterial blood pressure is a mix of fast‐
acting neural mechanisms, slow‐acting hormonal mechanisms, and long‐term effects 
of body fluid volume and compositions.)

Individual variation: Physiological responses are a qualitative and quantitative function 
of sex, age, body composition, and other individualities.

Emergence: Many high‐level integrative behaviors of the biological system cannot be 
described solely by the sum of the respective inputs from basic processes (see 
Chapter 10).

There are many collaborative efforts underway that address some of the issues  important 
to building out the Digital Patient. For example, the challenges of maximizing value from 
Big Data are being addressed the US National Institutes of Health’s (NIH) BD2K program, 
through the European Union’s Horizon 2020 initiative, through the European Big Data 
Value Association and through various Chinese Ministry of Science and Technology 
(MoST) initiatives. The challenge of encouraging consistency in terminology, ontology, 
and registries is being addressed through International Health Terminology Standards 
Development Organization (IHTSDO), the Simulation Industry Standards Organization 
(SISO), and the NIH Data Discovery Index Consortium. Model construction and interop-
erability are foci of the Physiome Project, the European Virtual Physiological Human 
Institute (VPH), and the US Interagency Modeling and Analysis Group (IMAG) and its 
companion group, the Multiscale Modeling Consortium (MSM).

Having clinical information in electronic form that is computable has been a great 
challenge for biomedical informatics since the dawn of the discipline. Unfortunately, most 
health information still sits in silos today, and health information exchange for the purpose 
of supporting care between organizations and levels of care (e.g., hospital to primary care), 
until very recently, has been an exception rather than the norm (see Chapters 9, 10, 15, and 
16). The size and complexity of the domain and ethical and medico‐legal requirements 
coupled with the variability of healthcare practice as often encountered render most 
 traditional IT approaches to e‐Health unfit, including standardization activities to date. The 
Connecting for Health Program in the United Kingdom, for example, is considered one of 
the largest IT project failures in history. It is fair to say that, to a large extent, health 
information has been the weakest link in the chain when we consider other related 
domains  like bioinformatics, pharmaceutical research and development, and medical 
device  technology in the quest for integrated biomedicine.
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An important rule of thumb in capturing structured and computable clinical data is to 
obtain them as part of routine clinical practice. Post hoc data collection has been shown to 
be very expensive and error‐prone. At times, it is impossible to capture the clinical context 
in which the data were collected. Data sources can be very diverse and range from 
 operational electronic health record (EHR) systems to well‐structured longitudinal disease 
registries and bio‐banks. Patient contributions to health records, increasingly using mobile 
devices and sensors, are also important and can add valuable insights about environmental 
and behavioral factors as well (e.g., food, air quality, exercise, and mood).

Being able to make health information linkable and computable requires standardiza-
tion at several levels (see Figure 21.3 and Chapter 9). Both data and terminology standards 
are reasonably mature, although there is considerable overlap among certain terminology 
and ontology systems such as SNOMED CT and LOINC. It is the content standards that 
have to tackle most of the difficulties arising from breadth, depth, complexity, variability, 
changeability, and longevity aspects of health information management. Indeed, much of 
the current debate is focused on such standards, and there are considerable efforts within 
the ICT disciplines to develop fit‐for‐purpose standards and specifications. Exchange 
 standards (e.g., HL7 v2 messaging or the FHIR‐based API) further tackle the dynamic 
aspects of health information flow, and ideally they should use the same or a compatible 
model of information. They clearly should leverage representational aspects from content 
standards (e.g., use the same definition for laboratory results or drugs and adverse reactions). 
Collectively, the need for a variety of standards represents another fundamental challenge 
to completing the Digital Patient.

Finally, the Digital Patient will not be constructed based solely on new information from 
all the “omics” fields, from the various efforts to model the human physiome and represent 
it virtually, from systems analysis, or from Big Data. It will only be realized through the 
purposeful collaboration of researchers (whether they are patients or scientific, clinical, or 
policy researchers) on both their own research and the framework into which their research 
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will fit. The Digital Patient will continue to depend on the efforts of a wide variety of 
individual researchers and modelers across many disciplines worldwide. It is inevitably an 
emergent phenomenon, governable only by sustained cooperation among those with an 
interest in its development and with guiding principles of openness, flexibility, rigorous 
validation and reliability processes, and respect for patient privacy.

Realizing the tremendous potential of the Digital Patient is, as this concluding discussion 
has shown, going to be difficult, requiring us, as Thompson implies, to quickly set about 
deducing how the Digital Patient can be completed and used to help us work, meditate, and 
create health as envisioned by the World Health Organization. The chapters in this book 
collectively serve as the basis for our understanding of the collaborative research agenda 
for constructing the Digital Patient:

The Digital Patient research agenda requires the establishment of an enduring, voluntary 
 collaborative mechanism, much like the W3 Consortium governing the web, that involves an 
academically broad, international cadre of researchers, patients and clinicians capable, over 
time, of addressing the fundamental challenges identified in this chapter: taxonomic clarity, 
useable ontologies, protection of privacy, integration of data and models with differing 
 temporal and spatial characteristics, standards, and a process for accrediting the validity and 
reliability of the constituent models of the Digital Patient.
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